These notes are not a summary of your textbook readings. I focus here on topics, concepts, or theories that are complex or may be confusing. My goal is to clarify some issues and to elaborate on others so that it is easier for you to understand them. For your quizzes and exams you are responsible for both the material covered in the assigned textbook readings, even if I do not cover that material here, and the material covered here.
Chapter 3: The Foundations of Language 
I. Where did language come from? Evolution of Language

What are the origins of Language? Many implausible theories have been advanced: For example, the “bow wow”, “ding dong” and “heave-ho” theories.

The bow-wow theory states that human language began with mimicry of the natural sounds of the environment. For example, the imitation of an animal call (e.g., bird call) might refer to the animal, and the imitation of a noise associated with an event might be used as a verb to refer to the event.  
The ding-dong theory bases the origins of language on onomatopoeia. It states that language began when humans started naming objects with words that sounded like the things they name. For example, boom, crash, oink. 
The heave-ho theory states that language began with sounds uttered by a person when the person was engaged in strenuous physical activities (e.g., grunts and groans). 

A more plausible explanation is the Darwinian Natural Selection theory. According to this theory, language is a biological adaptation that evolved in the human species via the evolutionary process of natural selection. Language gave an evolutionary advantage to our ancestors. How exactly language evolved?
The gestural origins view proposes that language evolved first in a gestural mode and that speech developed more recently. In fact, it seems that brain structures associated with language, Broca’s and Wernicke’s areas, were in place long before (about 2 million years ago) our ability to produce language. Speech is a relatively recent evolutionary development. The development of speech is associated with the development of the vocal tract that enabled the production of the different sounds of the language (125,000 to 150, 000 years ago).  (In humans the structures of the vocal tract associated with the production of speech sounds, are shared among speech, eating and breathing -they were originally “designed” for swallowing and breathing not for speech-. Thus, the potential for choking on food is great).  
According to the gestural origins view of language, before their vocal tract was able to produce speech sounds, our ancestors communicated using manual gestures. How the shift from manual gestures to vocalizations occurred? 
It has been proposed that over a long period of time, manual gestures became increasingly accompanied by vocalizations until the point at which vocalizations were the primary form of communication.  The shift from manual gestures to vocalizations may have been enhanced by the fact that vocalizations could be used in the dark and freed up the hands for other tasks (e.g., making tools).  However, the shift required some biological changes.  Corballis (2004) proposes that a genetic mutation in the FOXP2 gene that occurred sometime in the last 100,000 years may have been responsible for the shift. The human FOXP2 gene is a slightly altered version of the FOXP2 gene found in apes. In apes, it is associated with coordination of sensorimotor information. In humans, injury to the FOXP2 disrupts the development of speech and language skills (it has been associated to articulation problems and grammatical impairments).
Is there an intermediate state between the initial vocalizations of our ancestors and the full  human language system with syntax (i.e., rules to combine words in order to create grammatical sentences) that we know today? Bickerton, proposed the existence of a protolanguage (or pre-language). A protolanguage is a simpler language with no syntax. That is, in a protolanguage words are combined at random. 

Chomsky’s position is an alternative to the gestures origins view.  Chomsky argues that language is a very recent evolutionary event that occurred rapidly as a result of a biological mutation.

II. The biological basis of language
A. Language and the brain: 
Is language located in a specific area of the brain? Paul Broca provided some evidence for the localization of the language function (the idea that a specific part of the brain serves language). He did postmortem examination of the brains of patients with aphasia (i.e., language difficulties. In the case of Broca patients, it was difficulties to produce language). A lesion in an area in the left frontal lobe (i.e., Broca’s area) was associated with these difficulties to produce speech (i.e., Broca Aphasia)
Years later Wernicke found a region in the left temporal lobe (Wernicke’s area) that was associated with difficulties to comprehend language (Wernicke’s aphasia). The idea that one area of the brain is serves language production and another language comprehension was contradicted later by evidence showing that individuals with Broca aphasia have also comprehension difficulties (They have difficulties to understand complex sentences, such us passive ones).
Geschwind designed a general model of language functioning (i.e., The Wernicke-Geschwind Model) that was based on Broca’s and Wernicke’s findings. In the model, language information flows from the Wernicke’s area to the Broca’s area in the left hemisphere via the arcuate fasciculus (the main axon pathway between the two areas). Take for example the case in which we hear something and then make a verbal comment about it. According to the model, the auditory input (i.e., what we hear) is transmitted first to the auditory regions of the brain, and then to the Wernicke’s area.  In the Wernicke’s area a meaningful sequence of linguistic units is created. This information is transmitted to the Broca’s area via the arcuate fasciculus. In Broca’s area the message is translated into motor commands that are sent to the speech muscles and then articulated (i.e., we speak). 
Distributed Processing of Language: Brain imaging techniques (e.g., PET, fMRI) have shown that different brain areas besides the traditional Wernicke’s and Broca’s areas are activated when comprehending and/or producing language (e.g., other areas in the left hemisphere, areas in the right hemisphere, subcortical areas). Thus, language processing is not associated with a specific part of the bran but seems to be distributed throughout the brain. 

Note: For your test and quiz you are not responsible for the section:  More recent models of how language is related to the brain. However, you should read it.  
II. Critical Period Hypothesis
It was proposed by Lenneberg (1967). It states that there is period (it starts at about the age of 2 and ends at puberty) during maturation of human beings in which language acquisition is possible in a natural manner. After this period ends, language acquisition cannot take place (the strong version of the critical period hypothesis), or some aspects of language cannot be acquired (weak version of the critical period hypothesis).
The critical period hypothesis is based on neurological research suggesting that after puberty language functions become lateralized (in most cases to the left hemisphere). (Lateralization refers to the tendency for a given cognitive function, like the language function, to be served by one hemisphere with the other hemisphere either incapable or less capable of performing the function). 
 According to Lenneberg, at birth the hemispheres are unspecialized. That is, the language functions are not assigned to a specific part of the brain and both hemispheres have equal potential to subserve language functions (equipotentiality hypothesis). During the critical period, progressive lateralization of language functions takes place. And the brain shows plasticity (it has the ability to reorganize itself by forming new connections. One consequence of this is that one hemisphere can compensate for damages to the other hemisphere). Because of neural plasticity, the brain is like a sponge that absorbs knowledge. This is the optimal period to acquire the native language.
After puberty, when lateralization is complete, the brain loses plasticity, and language acquisition is slow or not suffecssful. 
Evidence supports a weak version of the critical period hypothesis (i.e., the sensitive period hypothesis). It seems that the critical period is restricted to syntactic and phonological development. However, it is possible to acquire some aspects of language like vocabulary (as in the case of Genie) after the critical period. In addition, it seems that some lateralization takes place before the age of 2 or is present at birth. 
III. Influences of Cognition on Language: Piaget’s Ideas
According to Piaget, cognitive development leads to the growth of language. This assumption is called the Cognition Hypothesis of language acquisition. The strong version states that cognitive development is necessary and sufficient for language development. The weak version states that cognitive development is necessary but not sufficient for language development.

Is there evidence to support the Cognitive Hypothesis? 

There are four stages of cognitive development in Piaget’s theory. The first two years of life correspond to the sensorimotor stage. The most important cognitive development of this period is the acquisition of object permanence ( The development of object permanence culminates near the end of the period). 
Object Permanence is the realization that an object exist even if it can no longer be seen. Is a cognitive development of this magnitude related to child’s language development? Two predictions can be made 1) A very young infant who has not acquired object permanence should use words that refer to concrete objects in the immediate environment, such us up or move 2) once the infant has mastered object permanence at the end of the sensorimotor period, he/she should begin to use words referring to objects or events that are not present such as, all gone, as in in all gone truck, and more, as in more milk. Different studies show that the relation between the development of object permanence and vocabulary acquisition seems to be true in some instances but not in others, which supports a weak version of the cognition hypothesis.  
Another way to test the cognition hypothesis is to see whether language develops normally in cases in which cognitive development is impaired. Clinical cases like the Williams Syndrome demonstrate how cognition and language can be separate. Children with Williams Syndrome have very low IQ, but they are verbally fluent and have good grammar. However, other clinical cases demonstrate that the separation is not complete. For example, there is slow language development in children with Down’s syndrome. These findings provide support for the weak version of the Cognition Hypothesis. 
IV. The relation between language and thought, or language and cognition
There are 4 ways in which language is related to thought
1. Cognitive development determines language development (strong version of cognition hypothesis defended by Piaget).
2. Cognition and language are separate faculties (this is Chomsky’s position).

3. Language and Cognition arise separately but become interdependent. This is the position adopted by Vygotsky. According to him, thought and language are initially separate systems from the beginning of life merging at around 3 years of age, producing verbal thought (i.e., inner speech). The internalization of language (i.e., inner speech) drives cognitive development.
4. Language determines cognition. This is the Sapir-Whorf hypothesis.

The Sapir-Whorf hypothesis
Do individuals with different linguistic backgrounds think differently? The Sapir-Whorf hypothesis would say yes. In fact, the hypothesis states that language shapes thought. It consists of two parts:
1. Linguistic determinism: A language determines the way we see the world: How we think, remember and perceive the world. 

2. Linguistic relativity: Structural differences (differences in vocabulary and grammar) between languages will generate cognitive differences. For example, the number and type of color words a language has will determine how speakers of that language see the rainbow.
Whorf provided different examples (effects of vocabulary and grammatical differences) to illustrate the concepts of linguistic determinism and relativity: 
Vocabulary Differentiation Examples: Differentiation refers to the number of words in a language that are associated with a particular concept. It may vary from language to language. Concepts that are significant for a particular culture would be associated with more words. 
Whorf noted that in English we use the same word, snow, for “falling snow, snow on the ground, slushy snow, flying snow….”. In contrast, Eskimo language has 7 different words that reflect the differences Eskimo people perceive among falling snow, slushy snow, wet snow, dry snow, etc. They have more words for snow because snow is important in their everyday lives. Since relative to English, Eskimo language contains more sophisticated and subtle words to distinguish different forms of snow, Eskimo people would understand better than English speakers, the differences among various kinds of snow. 
Note that Whorf’s observations about Eskimo words for snow appeared to be incorrect. It seems that Eskimo language has less words for snow. And that English has more than one word for snow: slush, avalanche, blizzard, and powder. Even if Eskimo language had more fords for snow than English, does this mean that there are differences in thinking between the Eskimo people and English speakers? English speakers might have less words for snow than the Eskimo people. It does not mean that they cannot understand the things described with a different vocabulary. The only cognitive difference between the speakers of the two languages is in how they classify things. The vocabularies of different languages may classify things in different ways (which is a weak version of the Sapir-Whorf hypothesis: language does not determine cognition, it may influence some cognitive processes).
Grammatical Differences between Languages: Whorf believed that grammatical distinctions between languages affect the way individuals think and their overall view of the world (strong version of the Sapir-Whorf hypothesis). Evidence have been provided that support the weak version (See in detail the examples in your book). That is, grammatical differences between languages influence certain cognitive operations so that members of one linguistic community may find them more accessible or more easily performed than members of another community. 
Testing the Whorf Hypothesis:  Below I present evidence of the influence of the lexicon (vocabulary) on cognitive processes;

1) Number terms 

There are differences in the way in which different languages name numbers. In English, the system of naming numbers is complex. The names for numbers 11 and 12 are unrelated to the names for 1 and 2. The names for 13 through 19 consist of the unit name before the decade name (e.g., seventeen). The names for numbers between 20 and 99 consists of the decade name before the unit name (e.g., twenty- one). Chinese has a more regular system. The name for numbers between 11 and 99 consist of decade name followed by the unit name (e.g., the Chinese word for 18 is ten-eight). It has been found that Chinese speaker are better at counting between 11 and 99, and that they pronounce numbers more quickly than English speakers.  And a correlation has been found between speed of number pronunciation and mathematical performance. These findings indicate that the way that a language represents numbers influence mathematical thinking. 
2) Color Terms
Languages differ greatly in their differentiation of the color domain. Some languages, such as English, have many color terms, and others have as few as two. Does this difference affect memory for color names?
Brown and Lenneberg study (1954) investigated the effects of language on color memory. They wanted to know whether more codable colors were better remembered. Brown and Lenneberg defined codability as the length of a verbal expression. Some languages have specific words to refer to a particular object. If a language does not have a specific word, a combination of words can be used to refer to the object. The longer the expression, the less codable it is.  
Codability is positively correlated with frequency of use of a verbal expression (the more codable the expression is, the more frequent it is in a language).  For instance, in a culture in which an object is referred to extremely often, it is referred to by a single, brief name, when it is moderately frequent, by a longer name, and when it is infrequent by a combination of words. The more codable an expression is, the more the importance of that expression in a culture. In regards to color, Brown and Lenneberg  found that more codable colors (that is, colors that people use more)  were better remembered than less codable ones. This finding supports a weak version of the  Sapir-Whorf hypothesis. 
Berlin and Kay (1969) investigated color names in different languages. They found that every language has a small number of basic color terms. These are the terms that consist of one morpheme (e.g., blue vs. blue-green), are not contained within another color (e.g., crimson is contained within the category red), and are not restricted to a small number of things (e.g., blond is restricted mainly to hair). They found that each language draws its basic color terms from the following list of 11 terms: white, black, red, yellow, green, brown, purple, pink, orange and gray. These 11 terms formed a hierarchy. Some languages, such as English, use all 11, whereas others use as few as 2. However, there is an underlying order. When a language has just 2 terms, it is always black and white, when there is a third term, is always red and so on (see the entire hierarchy in page 96, Fig. 3.15). 
Heider (1972) based on Berlin and Kay’s work performed studies with the Dani people of New Guinea whose language consists of only 2 color terms, one for black and one for white. Heider investigated whether focal colors, good examples of basic colors (e.g., the most bluish blue) were remembered better than nonfocal colors. Dani people were taught made up names for colors (focal and nonfocal colors) that did not have a name in their language. Heider found that the Dani people remembered the names of focal colors better than the names of nonfocal colors. This was true, even if the nonfocal colors did not have a name in their language. This study did not support the Sapir-Whorf hypothesis. It is not that the color labels we use determine how we segment the color continuum and what colors we perceive and remember (which would be consistent with the Sapir-Whorf hypothesis).  It seems rather that there is a universal way of segmenting the color space common to all languages with a biological basis. Biology not language determines how the color space is divided.  
The conclusions of Heider’s study were criticized because of some methodological problems ( that are detailed in your textbook).  More recent studies have found support for the weak version of the Sapir-Whorf hypothesis. For example, Kay and Kempton (1984) compared English speakers with Tarahumara (a Mexican Indian language) speakers. English has two separate terms for blue and green, but Tarahumara has only one.  Kay and Kempton showed participants with three colors: One color was blue the other color was green, and the third color was between blue and green. Participants decided whether the third color was more similar to blue or green. English speakers reliably categorized the third color as either blue or green, Tarahumara speakers did not. This indicates that the perception of colors appears to be dependent on the terms we use to refer to them. 
3. Space and time terms: There is evidence that differences in how language represents time and space across cultures influence some aspects of cognition, which support a weak version of the Sapir-Whorf hypothesis (see studies in your text)

