These notes are not a summary of your textbook readings. I focus here on topics, concepts, or theories that are complex or may be confusing. My goal is to clarify some issues and to elaborate on others so that it is easier for you to understand them. For your quizzes and exams you are responsible for both the material covered in the assigned textbook readings, even if I do not cover that material here, and the material covered here.

Chapter 4: Language Development. Skip section: “The acquisition of verb-argument structure” that starts in page 141 and ends in page 144. For the notes of Chapter 4, you should start reading the chapter and when you reach a section of the chapter associated with a particular section of the notes, then read the notes.  That way, it will be clear for you what I am referring to in the notes. In front of each of the sections of the notes I specified which pages of the chapter they are referring to.
I. Chomsky’s Language Acquisition Device (LAD) and Universal Grammar (UG) (pages 111 to 114)
According to Chomsky, children are born with an ability to understand and produce language that he called a Language Acquisition Device (It is a hypothetical brain device). 
The concept of LAD was replaced later with the concept of Universal Grammar (UG). The UG states that we are born with a- priori knowledge about the syntactic structure of language. The UG contains principles and parameters.
Principles refer to the knowledge of the syntactic structure of the language that is universal. That is, it is true across languages. (i.e., linguistic universals). For example, in 98% of languages the subject precedes the object. Another example, is that most languages distinguish between nouns and verbs. Principles are not affected by children’s exposure to language input. 
Parameters must be set. Children are born with the knowledge of the parameters and their possible settings. The task of the children when acquiring a language is to identify which parameter settings apply to their native language. Parameters take on different values as a function of the language input children are exposed to (thus, they are affected by exposure to language input).
One parameter is called the null-subject parameter or prodrop parameter. In languages, such as Italian or Spanish, it is acceptable to drop the subject of a sentence (e.g., want more apples). In other languages, such as English, it is not. Thus, this parameter has 2 values: subject and null-subject. Children exposed to English would adopt the “subject” value and those exposed to Italian or Spanish would adopt the “null-subject” value.
II. Distributional Information (pages 117-118)
The Distributional information perspective is an alternative to the view that we need an innate mechanism (e.g., a language acquisition device or universal grammar) to acquire the syntactic structure of language). 
Distributional Information refers to the knowledge about the way linguistic elements co-occur in a particular language. It assumes that children are sensitive to the regularities in the language input which allow them to discover the structure of the language (i.e., statistical learning). For example, words of the same category (e.g., nouns, verbs) have a large number of distributional regularities in common. These regularities would be a cue for discovering the syntactic category of these words.  For instance, words that end in –ed (e.g., want-ed), usually also end in –s (e.g., want-s) and are verbs. Words that end in –s but do not end in –ed, are typically count nouns (e.g., book-s). 

Notice that in this perspective the focus is on the distribution of linguistic elements in a language not on meaning. Children, according to this view, can discover the syntactic structure of their native language without semantic information (i.e., without knowing meaning of words or the sentences).  See more about this below, in the section corresponding to syntactic development.
III. Phonological Development
In this part,  I just want to elaborate on the studies below so that you can better understand the purpose and findings of these studies. 

1.  Hirsh-Pesek et., al study presented in page 121 (second paragraph on the left).
Hirsh-Pesek et al., collected speech samples of a mother talking to her 18-month-old infant. They inserted pauses into the speech in one of two ways 1) pauses between two successive clauses 2) pauses between two words in each clause. 6- and 9- month old infants showed listening preferences for the condition in which the pauses were inserted between two clauses relative to the other condition. This suggests that children as young as 6 months old are sensitive to prosodic markers of clausal units (e.g., intonation changes, stress changes, etc that mark the end of a clause and the beginning of another one).
2. Mattys & Jusczyk (2001)’s study ( last paragraph in page 121): Their study demonstrated that children use phonotactic cues to segment words from fluent speech. Phonotactic Probabilities state which sound sequences are more likely to occur within words (and are less likely to occur between words) in a particular language. For example, the sound sequence [zt] is never found in English words (it is phonotactically “illegal” in English). A sound sequence like [sd] is occasionally found within words in English (e.g. `disdain'). And the sound sequence [st] is very frequent within English words, it has high probability (e.g. `stop', `listing', `best', etc.). 
In Mattys & Jusczyk (2001)’ study, 9-month olds were presented with the CVC (consonant-vowel-consonant) word gaffe (note that CVC refers here to the first three letters of the word) embedded in one passage with good phonotactic cues for word boundary (i.e., …bean gaffe….) and in another passage lacking good phonotactic cues for word boundary (i.e., fang gaffe). The former (i.e., …bean gaffe….)  had good phonotactic cues for word boundary because the consonant sounds at the end of bean and at the beginning of the target word gaffe, the sound sequence [ng], have low probability of occurring within a word and a high probability of occurring between words. This was a cue that the words bean and gaffe were two separate words and not a single word. The latter (i.e., fang gaffe) lacked good phonotactic cues for word boundary because the consonant sounds at the end of fang and at the beginning of  gaffe, the sound sequence [ŋg] had a high probability of occurring within a word and a low probability of occurring between words. Thus, it would be difficult to perceive fang and gaffe as two separate words. In order to know if children used phonotactic cues to segment speech, the authors presented the word gaffe in isolation after children had been familiarized with the passage with good phonotactic cues, and then again after the children had been familiarized with the passage lacking phonotactic rules. Children listened longer to the word gaffe when they had familiarized with the passage with good phonotactic cues than when they had familiarized with the passage lacking good phonotatic. This indicated that children identified gaffe as a separate word in the former but not in the latter case. Thus, in the former case they were using phonoctactic cues for boundaries to segment speech from the speech stream 
IV. Syntactic Development (pages 136 to 149. Skip section “the acquisition of verb-argument structure”
Syntactic category learning

The syntactic categories of words (e.g., nouns, verbs, adjectives) are the building blocks from which any type of grammar must be built. If a child knows that a word is a noun, he/she will know how to use that word in the language. That is to say, he/she would know the position that word is allowed to occupy in the clause, its syntactic function (e.g., a noun may be the subject of a clause), the type of words with which it co-occurs (e.g., determiners co-occur with nouns), the types of morphemes it requires or accepts (nouns accepts the ending –s to represent plural) and so on. 

 How do children learn syntactic categories? There are three hypothesis.

1) The Semantic Bootstrapping hypothesis proposed by Pinker. According to Pinker, syntactic categories like ‘noun’  and ‘verb’ are innate. That is, children are born with the knowledge that nouns refer to objects and verbs refer to actions. Children’s task is to infer which words in a sentence are nouns, which ones are verbs, which ones are adjectives, etc. Children use semantic information (i.e., the meaning of words) to accomplish this. That is why this hypothesis is called semantic bootstrapping. Let us see in more detail how semantic bootstrapping takes place.

When children are exposed to language input (i.e., when they hear adult talk) in particular situations, they identify the meaning of some words. That is, they learn that a word is referring to an object, to an action, or to the actor or agent (the person or thing that initiates the action), or to the thing or person that receives the action (i.e., patient). Let us say that a young child hears the sentence “William is throwing a stone” while he/she is watching a boy carrying out that action. The child would realize from his/her observations that William refers to the actor, stone refers to the object, and is throwing refers to the action. Children use the knowledge of these meanings to make a tentative assignment of words to his/her innate syntactic categories (e.g., object words map to nouns and action words to verbs).  Pinker assumes that children link the meanings to the syntactic categories using innate “linking rules”

 2) Meaning-First view (or constructivist-semantic analysis):  According to this view there are no innate syntactic categories. Semantic information (i.e., meaning of words) provides the basis for the development of syntactic categories.

When children start learning language, they learn it in contexts in which they can often make out the intended meaning of words by nonlinguistic means (i.e., without having knowledge of syntax). In these contexts, they can see what objects and actions are being referred to in the sentences they hear. And they classify the words in a sentence in terms of semantic categories like objects, actions, attributes, etc. These semantic categories might be used by children to infer or build the syntactic categories ‘noun’ for words referring to objects, ‘verb’ for words referring to actions, ‘adjective’ for words referring to attributes, etc. 
The problem with this approach is that many nouns do not refer to physical objects, some denote actions (e.g., a hug), events (e.g., an explosion) or states (e.g., depression). Many verbs do not refer to action (e.g., want), and some adjectives are actional (e.g., quick, fast). 
3) Distributional analyses
As mentioned above distributional Information refers to the knowledge about the way linguistic elements co-occur in a particular language. Children are sensitive to the regularities in the language input which allow them to discover the structure of their native language (i.e., statistical learning) including syntactic categories. In this view. Discovering syntactic categories, then, would not involve innate syntax, or knowing the meaning of the words. 
How do children discover syntactic categories? I present the example that I provided above. Words of the same category (e.g., nouns, verbs) have a large number of distributional regularities in common. These regularities would be a cue for discovering the syntactic category of these words.  For instance, words that end in –ed (e.g., want-ed), usually also end in –s (e.g., want-s) and are verbs. Words that end in –s but do not end in –ed, are typically count nouns (e.g., book-s). 
Two-word grammars

Around their second birthday children start producing two-word combinations (e.g., allgone baby, more crayon). These utterances do not have functional words like determiners, auxiliaries, or morphological endings. They are dominated by content words particularly, nouns, verbs, and adjectives. For this reason, children‘s speech at this age has been denominated telegraphic speech.

Do these combination of words have a grammatical structure or they are just random combinations of words children have acquired previously? 

Braine states that children use simple rules to generate two-word utterances (children are not simply stringing together words that they know). Each pair of words selects one from a small set of words—called pivot words. Pivot words are words that children use frequently, and that occur always in the same position (either the first, or the second). For example, more is a pivot word that occurs always in the first position: more car, more cereal, more fish, more walk. Off is a pivot word that occurs always in the second position: shirt off, water off, etc. The words accompanying the pivot words are called open words.
According to Bloom, since a pivot-open grammar focuses on the structure of two-word utterances, it does not capture the meaning underlying early utterances. She argues that we should analyze the rich context in which the two-utterances occur in order to infer what the child meant by an utterance (a process that she called “rich interpretation). Bloom showed that when one attended to context the utterance mommy sock was used by her child in two different ways: “It’s mommy’s sock,” and “Mommy is putting on your sock.”
Semantic rich grammars: Brown, as Bloom, realized that the structure of early two- word-combinations cannot be described purely in syntactic terms (pivot grammar). He started describing two-word utterances in semantic terms using the rich interpretation process. He identified a small set of basic semantic relations that the utterances of the children seem to convey.  See examples in the table below and more examples in your textbook (Box 4.6, page 141).
	Two-Word Utterance
	Semantic relation expressed

	mommy come
	Agent-Action

	eat grape
	Action-Object

	mommy sock
	Agent-Object

	go park
	Action-Location


Later Syntactic Development
 Acquisition of Morphology: Grammatical morphemes are absent in early word combinations. As the mean length of utterances in morphemes (MLU) approaches 2.5 (See Table 4.3, page 145) morphemes begin to appear.

The average order of acquisition of morphemes in English is as follows:

1. Present progressive (e.g., I driving)
2. Spatial preposition: (e.g., in, on)

3. Plural (e.g., balls)

4. Possessives (e.g., daddy’s chair)

5. Articles (e.g., a, the)

6. Past tense in different forms.

Once children acquire morphemes, they start using them in productive ways. Berko’s study demonstrated that children are not acquiring morphemes in a rote fashion but that they are acquiring morphological rules. She showed children novel creatures and actions that were assigned invented names. Children supplied appropriate morphemes for these invented words. For example, she showed one of the creatures and said “ This is a wug. Now there is another one. There are two of them. There are two _______” , and children said “wugs”. Children could produce not only plurals, but also possessive inflection for nouns (e.g., the bik’s hat), progressive, past tense (e.g., he ricked yesterday), and third person present tense for verbs (e.g., he ricks everyday).

Acquiring the past tense of irregular verbs
The acquisition of irregular verbs goes through three stages. First, the child uses the irregular verb correctly (e.g., broke). Second the child overregularize the irregular form. Overregularization of irregular verbs is the child use of the regular morpheme –ed in an irregular verb (e.g., breaked). Finally, the correct irregular verb reappears. (The time course of irregular verbs illustrates what is called the U-shaped development).
There are two theories about how children acquire overregularization:

1) The dual-route model (rule-and- memory model)
Initially, children learn irregular verbs in a rote way, not as instances of irregular past tense verbs but as single lexical items. Later, after encountering different instances of the past tense of regular verbs children acquire the rule “ to form the past add –ed to any verb”. The regular form is overapplied to irregular verbs. Finally, the irregular verbs reappear as exceptions to the rule. Children store past-tense forms of irregular verbs in their memory. 
In the dual route model then there are two routes.  One route pertains to a memory system of irregular past-tense forms (children reproduce the memorized irregular form).  The second route is rule-governed and enables the formation of past-tense regular verbs (i.e., children apply a general rule to any word-form not recognized a being one of the irregular forms in memory).
2) The single route models proposed by connectionist models.  According to their view, regular and irregular inflections are produced by a single route (not two routes). This route is identical to the memory route of the dual route model. Irregular and regular past tense forms are stored in memory. If possible, the correct past tense form is retrieved directly from memory. If not, it can be created by analogy to other stored verbs that sound similar (phonological similarity). For example, the past tense of throw (i.e., threw) can either be retrieved directly from memory or can be produced by analogy with other verbs that sound the same (i.e., blow/blew; know/knew). All past tense verbs are formed this way. Thus, there is no need of a rule-based route (or explicit rules). 
Rumelhart and McClelland built a connectionist network to demonstrate the single-route models. Connectionist networks are computer simulations (they simulate neural networks) that learn gradually to produce a particular output. They consist of networks of neuron-like units (input units, hidden units, and output units. Information flows in the network from input to hidden to output units) all connected together. They learn by adjusting the connections between these units if the output produced is not the correct output. They use a process called back-propagation: The output produced is compared with the correct output. The difference between them is called the error signal. The error signal is sent back to the network, it indicates how to adjust the connections (strengthening them or reducing their strength). This is done multiple times until gradually the correct output is produced. 
In Rumelhart and McClelland model, verb roots (e.g., run) were fed into the model (input units), and it gradually learnt to produce the past tense (output units) without accessing any explicit grammatical rules. It learnt  by detecting regularities between the sounds of the verb stems and the sounds of their past-tense forms (phonological similarity). In this way, it learn to produce both regular and irregular past-tense forms. It could also generate the past tense for new verbs, and could produce the U-shaped learning curve characteristic of children who are learning past tense forms. 
