These notes are not a summary of your readings. I focus here on topics, concepts, theories (such as Chomsky’s theory) that are complex or may be confusing. My goal is to clarify some issues and elaborate on others so that it is easier for you to understand particular topics, concepts or theories. For your quizzes and exams you are responsible for both the material covered in the assigned textbook readings, even if I do not cover that material here, and the material covered here. 
Chapter 1: The Study of Language

Psycholinguistics is the psychology of language or the study of the psychological processes involved in language. The book is focused on understanding the processes involved in language use and language acquisition. 
I. Important Language Concepts 
Semantics is the area of language that study the meanings of words and sentences
Syntax is the area of language that study the grammatical arrangement of words within sentences, or word order.

Phonetics is the study of how speech sounds are produced by humans regardless of the language. 
Phonology is the study of the speech sounds in a particular language.

Pragmatics is the study of language use, or the social rules underlying language use.

Morphology is the study of how words are formed. Let us see some important concepts and distinctions in Morphology:
 Morphemes are the smallest meaningful units in a language from which words are formed. There are two kinds of morphemes: free and found morphemes. Free morphemes can stand alone as words (e.g., book, cat). Bound morphemes are smaller than words and are attached to words (e.g., plural marker –s or past tense ending –ed). Bound morphemes contribute to word meaning. For example, the word books is composed of two morphemes, the free morpheme book and the bound morpheme –s. The plural morpheme –s signifies that there is more than one book.  

Morphemes can also be divided into inflectional and derivational. Inflectional morphemes are added to the end of a word. The change in meaning that they bring is minimal. For example: worked, cats, walking, faster, slowest. Derivational morphemes are used to derive new words and bring considerable change in word meaning. They are added to the beginning or end of a word. For example: infrequent, dishonest, drinkable, national.
Mental Lexicon refers to the mental representation of all the words we know. It is our mental dictionary that contains information regarding word meaning, pronunciation, orthographic form, and word class. 
II. History of Psycholinguistics: 
Psycholinguisitcs is rooted in the fields of Psychology and Linguistics.
Our history of Psycholinguistics begins in the 1950’s, a period in which the two fields, Psychology and Linguistics started collaborating to approach the problems of the Psychology of Language. 

The first formal contact between Psychology and Linguistics occurred in 1951 at a Conference at Cornell University. 
In 1954, Osgood and Sebeok in their book Psycholinguistic, which described the conference held at Cornell, used the term Psycholinguistic for the first time.
Early Psycholinguistics

In its beginnings, psycholinguistics received two important influences: Behaviorism and Information Processing. 

In the 1950’s the predominant view in Psychology was behaviorism.  According to behaviorism, all psychological phenomena, including language, had to be explained in terms of behaviorist principles (learning principles). In 1957, the behaviorist Skinner, published his book Verbal Behavior. In this book Skinner explained language acquisition in terms of the principles of operant conditioning (e.g., reinforcement and imitation).
Early Psycholinguistics also received the influence of the information theory approach. The information theory was developed by communication engineers. In the area of language, the information theory stressed the role of redundancy and probability: Certain words or group of words (or letters or groups of letters) are more probable than others (i.e., they are more redundant). At a given point, what is the most probable continuation of a sentence?
Modern Psycholinguistics

In 1959, Chomsky (a linguist whose work greatly influenced the fields of linguistics and psycholinguistics) published a devastating review of Skinner’s book, Verbal Behavior. According to Chomsky, there is more to language learning than imitation and reinforcement. The principles of behaviorism could not explain the complexity and richness of language. 
From 1960 to 1969: Transformational grammar, a linguistic theory developed by Chomsky, influenced Psycholinguistics’ research (see a more detailed explanation of transformational grammar in section III): Psycholinguistics tried to relate language processing (i.e., language comprehension and language production) to transformational grammar. Specifically, psycholinguistics studies tested the Chomsky’s derivational theory of complexity (see section III), or the idea that the more transformations involved in creating a sentence, the more complex the psychological processes involved in understanding or producing that sentence (i.e., more difficulty in understanding or producing a sentence). The complexity of the psychological processes was associated with the time it would take to detransform a sentence (transform the sentence back to the basic sentence, the kernel sentence,  a declarative, active, affirmative and positive sentence- See more about kernel sentences in section II).  The derivational theory of complexity did not receive enough support. It seems that factors other than the number of transformations applied to a sentence, such as semantic factors (meaning of sentences) and syntactic factors (how the words are arranged within a sentence) may also determine the difficulty or complexity of the language comprehension and production. 
To explain the lack of support for his theory, Chomsky argued that transformational grammar did not describe language performance, the processes of understanding and producing sentences when we actually use language in particular situations (This would be the role of Psycholinguistics) but language competence, the abstract knowledge of our language that allow us to understand and produce grammatically correct sentences).  As a consequence of the dissatisfaction with transformational grammar, psycholinguistics became independent from linguistics. 
In the 70’s Psycholinguistics became part of mainstream cognitive psychology. Psycholinguistics received the influence of the information processing approach, the dominant perspective in cognitive psychology. The information processing approach conceives the mind as an information processor, like computers (i.e., the computational metaphor of the mind). It receives information (e.g., language input), transforms this information (through a number of sequential stages of processing) into symbolic representation (language is seen as a symbolic process), and produces a response (output). In the information processing models of mind boxes represent different stages of processing of information, and the direction of arrows that connect boxes represents the direction of processing or the direction of the flow of information. 
Thanks to the influences of the information processing approach, modern psycholinguistics becomes a separate branch of science independent of linguistics.
Psycholinguistics is today a more diverse field of study that draws insights and methodologies not only from psychology and linguistics but also from adjacent fields of study (e.g., computer science, artificial intelligence, neuroscience, neuropsychology, developmental psychology, etc.)
Modern psycholinguistics uses experimental methods (e.g., reaction time experiments), brain images, computer simulations, etc. 
III. Chomsky’s Transformational Grammar and Derivational Theory of Complexity
In Chomsky’s linguistic theory, language is an infinite number of well-formed sentences. A grammar is a tool with a finite number of rules that allows us to generate (or deduce) all the sentences in a language (generative grammar). A grammar would generate only grammatically correct sentences (not ungrammatical sentences). 
Chomsky developed a system of grammar based on transformations or transformational rules (grammatical rules for transforming one grammatical structure into another). For example, transforming an active sentence into a passive sentence. 

A transformation can be obligatory or optional. An obligatory transformation is a transformation that is necessary to form a grammatically correct sentence. For example, adding the auxiliary verb “do” to questions or negative statements. An optional transformation is primarily a stylistic transformation. For example, transforming an active statement into a passive statement (In scientific writing we prefer to use passive statements instead of active ones). Optional transformations are not necessarily stylistic ones. For example transforming an affirmative statement into a negative statement or into a question. Negative statements and questions were initially considered optional transformations, but later they were considered obligatory transformations (in fact, these sentences-or any other sentences- cannot be generated without at least a small number of obligatory transformations). 
In his original theory, Chomsky developed the idea of kernel sentences. Kernel sentences are simple (they have one subject and one predicate), active (not passive), positive (not negative), and affirmative (not interrogative) sentences to which optional (and obligatory) transformations are applied. 
Derived (or transformed) statements are the statements generated through optional transformations applied to kernel sentences. Kernel sentences are the basic statements from which all sentences can be derived. 
Example: 
1. The girl bought a house (kernel sentence: 0 transformations)

2. The girl did not buy a house (1 transformation: negative)

3. Did the girl buy a house? (1 transformation: interrogative)

4. Didn’t the girl buy a house? (2 transformations: interrogative and negative)

5. The house was bought by the girl (1 transformation: passive)

6. The house was not bought by the girl (2 transformations: passive and negative)

7. Was the house bought by the girl? (2 transformations: passive and interrogative)

8. Wasn’t the house bought by the girl? (3 transformations: passive, interrogative, and negative)

(As explained above)The derivational theory of complexity states that the more transformations are applied to a sentence, the more complex the psychological process involved in understanding (or producing) the sentence are (that is, the more difficult is to understand the sentence, and the longer it would take to detransform it, or transform it back to the kernel sentence). Psycholinguistics tested this assumption, and as mentioned above, did not find enough evidence to support it. 
For example, even though studies found that a negative sentence, such as The girl did not but the house (1 transformation: negative) were more difficult to comprehend than the kernel sentence The girl bought the house (0 transformations), these sentences differ not only in the number of transformation but also in meaning (i.e. Semantic factors). Is it the number of transformation or semantic factors that affect the psychological complexity of a sentence?
