Notes Chapter 9: Understanding Speech

From chapter 9 you can skip the sections “ Evaluation of the TRACE model’ “Other connectionist models of speech recognition” and “Comparison of models of spoken word recognition”  that start in page 274 (on the right of the page in the second paragraph) and end in page 280. 

These notes are not a summary of your textbook readings. I focus here on topics, concepts, or theories that are complex or may be confusing. My goal is to clarify some issues and to elaborate on others so that it is easier for you to understand them. For your quizzes and exams you are responsible for both the material covered in the assigned textbook readings, even if I do not cover that material here, and the material covered here.

For the notes of Chapter 9, you should start reading the chapter and when you reach a section of the chapter associated with a particular section of the notes, then read the notes.  That way, it will be clear for you what I am referring to in the notes. In front of each of the sections of the notes I specified which pages of the chapter they are referring to.

I. Categorical Perception (page 261)
In order to understand categorical perception we need to remember some concepts that were learned at the beginning of the semester.
Phones are speech sounds. They are the physical sounds that we produce when we articulate particular phonemes. An example of two different phones is the p in the words pill and spill. The pronunciation of the sounds corresponding to the letter p in pill and spill is different. There is a puff of air, known as aspiration in pill, but not in spill. The aspirated p is symbolized as [ph] and the unaspirated p is symbolized as [p]. [ph] and [p] are different phones, they are pronounced differently. However, English speakers perceive them as being the same sound or the same phoneme. They are acoustic variants, of the same phoneme /p/ in English. 
Phonemes are the smallest units of speech that can distinguish one meaningful word from another. They are represented by slashes. For example the sounds /b/ and /d/ are perceived as being different phonemes in English because we obtain different meanings (words) if we replace /b/ with /d/ or vice versa in a particular word. For example, if I replace /b/ in the word big with /d/, I generate a different word, dig. 

Phonemes may be thought of as group of sounds, each sound being an acoustic variant of the same phoneme. Take for example the [ph] in pill  and [p] in spill. As stated above, they are two different phones but are perceived as one single phoneme /p/.
In listening to speech, one typically classify a variety of sounds (acoustic variants) into one or another phoneme. For example, a listener would identify as /b/, a large number of acoustically different sounds. 
Lieberman and colleagues demonstrated categorical perception of the consonant sounds /b/, /d/ and /g/. They used a speech synthesizer to generate speech-like sounds and to vary them in small steps along an acoustic continuum that contained cues for the perception of the voiced stops, b, d, and g. Although the stimuli formed a physical continuum, listeners classified them into 3 sharply divided categories: /b/, /d/, and /g/.
Categorical perception can also be illustrated with the Voice Onset Time (VOT). The VOT is the time between when the sound is released at the lips and when the vocal cords begin vibrating. With voiced sounds, such as /b/ and /d/, the vibration occurs immediately (VOT is 0 ms). With voiceless sounds, it occurs after a short delay.  This lag, the VOT, is an important cue in the perception of the voicing feature. If we are presented with a sound with a 0 ms. VOT, we would always hear it as /ba/. If we are presented with a sound with 40 ms. VOT, we always hear as /pa/. With a speech synthesizer, we can examine the way people perceive the intermediate cases. If synthesized sounds varying on VOT are constructed and people are asked to identify what they have heard, the results are clear cut. Despite the continuous VOT variation, listeners do not hear the incremental changes, instead they hear either the voiced (e.g., b) or the unvoiced (e.g, p) consonant. 
II. The time course of spoken word recognition (page 265)
It is important to differentiate between lexical access and word recognition:

Lexical access refers to the point at which all the information about a word becomes available (orthographic, phonological, semantic information, etc). It follows word recognition. 
Uniqueness, Recognition and Isolation Points
The speech input unfolds over time and the process of word recognition or word identification. begins with the very onset of the speech input. Three points can be identified in this process:

1) The uniqueness point (This is an important concept in the cohort theory below).  Phonemes are recognized in an online, left to right fashion. The uniqueness point is the point, from the onset of a spoken word, at which enough phonemic information have been heard to leave only one word form as possibility. It is the point at which the word becomes uniquely identifiable. Consider the recognition of the word trespass. Hearing the consonant sound /t/ activates all the words in the lexicon that begin with that sound (tea, tree, trick, tread, trestle, trespass, top, tick, etc.). As more information comes in, words that are inconsistent with the phoneme string are eliminated, and the number of words that is activated drops. Hearing /tr/ would activate only the words that begin with that string of phonemes (e.g.,tree, trick, tread, trestle, trespass, etc) the other ones are eliminated (e.g., tea, top, tick). At the next point, when we hear /tre/ only the words that begin with that combination of sounds is activated (e.g., tread, trestle, trespass, etc) and words like tree or trick are eliminated. When we hear /tres/ only the words that begin with tress is activated (e.g., trestle, trespass, etc.) and words such as, tread, are eliminated. Little by little as the speech signal unfolds the number of words that are activated is narrowed down until we reach a point at which the phoneme sequence activates only one word in the lexicon. For example,  When we hear /tresp/, this phonemic string activates only the word trespass. This is the uniqueness point. As stated above, it is the point at which the word becomes uniquely identifiable
2) The recognition point is the point at which we actually recognize or identify a word and we are confident that the word has been correctly identified. 
3) The isolation point: Sometimes the recognition point coincides with the uniqueness point but sometimes we recognize a word before the uniqueness point. The point at which this happens is called the isolation point. The isolation point, then, occurs before the recognition point. And while in the recognition point, we are certain that the word has been correctly identified, in the isolation point we are not. The isolation point is accompanied by uncertainty. 

In which cases we recognize a word before the uniqueness point? When there is biasing contextual information (e.g., the meaning of part of the sentence that precedes a word may strongly indicate which word is the right word): If we hear: we are going to the mo-  (we can guess what the word is “movies”. We are guessing and we are not 100% certain that this is the appropriate word that completes the utterance. 
III. Context effects on word recognition (page 266)
Does context (semantic, syntactic, pragmatic, lexical information) influence word recognition? There are two contrasting positions: autonomous and interactionist positions. Before describing this positions, it is important to distinguish between bottom-up and top-down processing.
Bottom-up processing. It is data driven. It proceeds from the lowest levels (sensory input or speech input) to the highest levels of processing (e.g., meaning) in a way that all of the lower levels operate without the influence from the higher levels (e.g., semantic level). For example, people hear speech input (combination of phonemes) and would use only that sensory information (speech input) to draw a conclusion about what a word is. That is, the identification of a word would not be influenced by higher order contextual factors (e.g., the meaning of the sentence in which the word is embedded).
Top down processing, in contrast, states that information at the higher levels (e.g., semantic, syntactic, pragmantic information, etc) may influence processing at the lower levels. For instance, a sentence context (the semantic context in which words are embedded: meaning of the sentence in which a word is embedded) may affect the identification of words within that sentence. 

The autonomous view states that recognizing a word involves only bottom- up processing. That is context does not influence word recognition. Context has an effect only after the word has been recognized. In contrast, in the interactive view bottom up-processing receives the influences of top-down processing. That is, context affects word recognition.
IV. Models of Speech Word Recognition (page 267)
The Cohort Model was proposed by Marslen-Wilson (1984). According to the model, spoken word recognition occurs in three stages. First, in the access stage, on the basis of an acoustic-phonetic analysis of the speech input (as it is being unfolded), a set of lexical candidates (words) is activated. This set of activated words is referred to as the cohort. Second, in the selection stage, only one member of the cohort (one word) is activated and it is selected for further analysis (when only one word remains activated we have reached the uniqueness point as explained above). Third, in the integration stage, the selected word is integrated into the ongoing semantic and syntactic context. 
In the first stage, the initial phoneme of the speech input (the first sound in the word that we hear) is used to activate the set of all words in the lexicon that have the same phoneme. Then, as more information (more phonemes are heard) is received, the number of words that are activated are less and less. The problem of word recognition becomes one of eliminating words from the cohort until one word is left (the second stage) (again, this is when we reach the uniqueness point). 

Let us say that we hear: “The poacher ignored the sign not to t-”.  Below I show how the cohort is narrowed down as the speech input (the word trespass) unfolds over time (see also explanation of this example above when we talked about the uniqueness point)

/t/: tea, tree, trick, tread, trestle, trespass, top, tick
/tr/: tree, trick, tread, trestle, trespass
/tre/: tread, trestle, trespass
/tres/: trestle, trespass
/tresp/: trespass (here we have reached the uniqueness point)

The initial activation of a cohort (the first stage: access stage) is based only on bottom-up information. In the example, upon hearing /t/ , all the words that start with the sound /t/ are activated and would be available for selection. Top-down processing, or context, influences the selection process (the second stage: selection stage). For example, upon hearing /tres/, we can eliminate trestle even before we hear the fifth phoneme because of its implausibility as a completion for the sentence. Thus, the model allow for contexts effects but only in the second stage after the initial cohort is activated.
Marslen-Wilson (1990) revised the cohort model. In the revised version of the cohort model, the effects of context on word recognition occur at a later stage of processing. Context influences only the third stage, the integration stage. In this stage, a selected word is integrated into the evolving representation of the sentence.
In addition to when context affect word recognition, another difference between the original model and the revised version is that in the original version, words were either in or out of the cohort (i.e., words were either fully activated or not activated), in the revised version candidates vary in their level of activation. The activation levels of different items in the cohort vary as a function of their similarity to the incoming speech input. Items that are very similar to the incoming speech input remain strongly activated, while the activation level of others drop-off. Thus, some of the initial candidates in the cohort are progressively eliminated.
The TRACE model developed by McClelland and Elman (1986), is a connectionist model similar to the Interactive Activation Model for written word recognition that was presented in Chapter 6. In the TRACE model, there are connections among units at three levels: features (input units), phonemes and words (output units). The connections within a level are inhibitory (activation is decreased) and between levels are excitatory (i.e., activation is increased). Phoneme features (e.g., nasality) of the speech input activate (excite) the phonemic features at the feature level, which in turn, activate (excite) phonemes that contain these features at the phoneme level. And these activated phonemes would activate (excite) words that contain these phonemes at the word level. Words, at the word level, send activation back to their phonemes at the phoneme level, and the phonemes at the phoneme level, send activation back to their features, at the feature level. At each level (feature, phoneme, word) the more a relevant item is activated ( a particular feature, phoneme or word) the more irrelevant items (the competitors) are inhibited (other features, other phonemes, other words). Multiple features, phonemes, and words are activated in parallel (simultaneously) and at any given moment, all of the units are activated to a greater or lesser extent
In TRACE, the bottom-up processing of a word that starts at the feature level receive top-down influences from higher levels (phoneme level, and word level). In addition, there is a semantic and syntactic level that are higher than the word level and that send top down influences to the lower levels (word, phoneme and feature levels). TRACE is then interactive. In fact, what most distinguishes this model from the cohort model is the degree to which TRACE is interactive. TRACE is a highly interactive model that accounts for contexts in terms of top-down effects on the activation of features. Thus, unlike cohort model, TRACE allows for context effects at the earliest stages of word recognition. 
The units in TRACE represent temporally distinct information occurring sequentially in the speech stream. The time dimension is represented in TRACE by parallel duplication of units representing features, phonemes, and words at each time step. Thus there will be a separate representation for the same linguistic unit occurring at different times in the input. In processing temporally extended information, units accumulate information represented at previous time steps in

processing. By combining activations over adjacent time steps, TRACE is not restricted to

a strictly sequential, left-to-right recognition process (as the cohort model). As a result, it allows for the influence of not only prior context but also following context on word recognition. For example, if an ambiguous sound between the sounds /p/ and /b/ is followed by –LUG, the model recognizes the sound /p/. That is, the context presented after the ambiguous sound contributes to the identification of the word. 
A problem with the TRACE model is that the weight given to the influences of context on word recognition is too strong. 

