Notes Chapter 10: Understanding the Structure of Sentences (Read the notes, especially Section I before reading the chapter).

These notes are not a summary of your textbook readings. I focus here on topics, concepts, or theories that are complex or may be confusing. My goal is to clarify some issues and to elaborate on others so that it is easier for you to understand them. For your quizzes and exams you are responsible for both the material covered in the assigned textbook readings, even if I do not cover that material here, and the material covered here.
 You can skip the subsection: “Two early accounts of Parsing” (it starts in page 293-right part of the page- and ends in page 295) and the sub-sections “Other Models of parsing” and “Processing syntactic-category ambiguity” and the section “gaps, traces and unbounded dependencies (They start in page 306 and end in page 312)

I. Structure of Sentences (In this section I covered some basic concepts-most of which are not covered in the chapter- that will help you understand the chapter). 
A. Phrases, clauses, and sentences

We can define phrases as units (groups of words) with meaning. Two kinds of phrases are noun phrase (NP) and verb phrase (VP). 
A NP consists of a noun and its modifiers. For example, a NP may consist of a determiner (e.g., the, a, some) +  a noun, such as “the dog”; or it may consist of a determiner + an adjective+ a noun, such as “the big dog”.

A VP may consist of a verb “ran”; or a verb+ a NP, such us “bit the boy”.
A clause is a combination of phrases. For example, a combination between a NP and a VP “the big dog bit the boy”

A clause contains a verb. 

A sentence may contain just one clause, such as “the big dog bit the boy” or a combination of clauses, such as “the big boy bit the boy and the boy screamed”. 

We can divide a sentence into its constituents or parts. For example, a sentence can be divided into a NP and a VP; or into a noun, a determiner, an adjective,  a verb, etc. 

B. Subject and Predicate
A clause contains two parts, a subject, and a predicate. The subject tells whom or what the sentence is about. For example “the big dog”. It includes a noun or a pronoun with all the words that describe it or modify it (i.e., it is a noun phrase). 
The predicate tells what the subject is or does. For example, “the big dog is white” or “the big dog ran after the cat” The predicate always includes the verb. 

C. Subject and Object
A verb may be followed by an object that completes the verb's meaning. The object is a noun. For example, “the big dog bit the boy” How do we differentiate between the subject and the object of a clause or sentence? The subject performs an action, and the object is a noun that has action performed on it. Also, the object usually follows the verb. 
D. Direct Objects and Indirect Objects

Two kinds of objects follow verbs: direct objects and indirect objects
A direct object answers the question "what?" or "whom?". For example, “the big dog bit the boy” whom did the big dog bite?; “Jim bought flowers” What did Jim buy?
An indirect object answers the question "to whom?", "for whom?", "for what?"...An indirect object is the recipient of the direct object. An indirect object cannot exist without a direct object.
For example, “Jim bought flowers for Mary” or “Jim bought Mary flowers”(for whom Jim bought flowers?: The indirect object is Mary

E. Transitive and Intransitive Verbs
Transitive Verbs are followed by direct objects. The direct object receives the action expressed by the verb. For example, in “the big dog bit the boy”, the verb “to bite” is a transitive verb. It is followed by the direct object, “the boy”.
Intransitive Verbs are not followed by direct objects. They do not have a direct object that receive the action. For example, the verb “to run” in “the big dog ran away”

F. Relative Clauses and Reduced Relative Clauses
A relative clause is a clause connected to a main clause by words (relative pronouns), such as: which, that, whom, whose, when, where, or who. For example, “I like the bike that my father gave me”; “ I saw the Pennines when I was flying to Dundee”
We can reduce a relative clause by removing the relative pronouns and maybe other words. For example, “I like the bike my father gave me” “I saw the Pennines flying to Dundee”
G. Prepositional phrase (PP): a phrase beginning with a preposition
H. Thematic Roles (semantic roles) – to interpret any sentence, we need to know who is doing the action (that is expressed by the verb), what is undergoing the action, the starting point of the action, etc. 
Common thematic roles:
Agent: the entity performing an action (e.g., Jack ate the beans).

Patient: the entity undergoing the effect of some action (e.g., Sue mowed the lawn).

Theme: the entity which is moved by an action, or whose location is described (e.g., Fred threw the rock).
Instrument: the means by which an action is performed or something comes about (e.g., Fred opened the lock with a paper clip).

Location: the place in which something is situated or the action takes place (e.g. The picture hangs above the fireplace).

Goal : the entity towards which something moves, either literally or metaphorically (e.g., Lee walked to school).
Recipient: a subtype of GOAL involved in actions describing changes of possession (e.g., Bill sold the car to Mary)
Source: the entity from which something moves, either literally or metaphorically (e.g., – Sue ran from the policeman.
I. Verb’s Argument Structure
In syntax, an argument is defined as a noun (or a noun phrase) having a specific syntactic or semantic (thematic) relation to the verb. Regarding the syntactic relation, an argument may play the syntactic role of a subject or an object with respect to the verb. Regarding the semantic relation an argument may play the semantic or thematic role of the agent or the patient with respect to the verb. 
The verb’s argument structure is the specification of the number and types of arguments required for a verb in a particular structure to be well formed. For example, an Intransitive Verb structure requires one subject argument (e.g., John laughed). A transitive verb structure requires both a subject and an object (e.g., John built the cabinet). Generally subjects are the agents and objects are the patients. The verb’s argument structure is, then, important to identify thematic roles.
II. Understanding Sentences

Understanding a sentence involves paying attention to syntactic, semantic, and pragmatic factors. At the syntactic level, we identify the syntactic structure of the sentence (e.g., If it is composed of a noun phrase and a verb phrase); at the semantic level, we identify the meaning of each of the words, the meaning of the sentence, and the thematic roles; at the pragmatic level, we identify the real-world circumstances in which the sentence would make sense. When we understand a sentence the question is, do we use our syntactic, semantic, and pragmatic knowledge simultaneously? or, do we use our syntactic knowledge first and then our semantic and pragmatic knowledge? This question will be addressed here. Let us see first how we construct the syntactic structure of a sentence (parsing) and what the role of the context (semantic and pragmatic factors) in this process is. 

III. Parsing 

As a sentence is being spoken or read, grammatical categories (e.g., noun, verb, adjective, determiners) are assigned to the words in a sentence. Once we have assigned words in a sentence into a grammatical category, we group the words (using the rules of syntax) into phrases. This process is called parsing. Parsing involves constructing a syntactic structure from the words of a sentence as they arrive.
The process of parsing is illustrated in the following example. Let’s say that we are reading the sentence “The actor thanked the audience”. When we read “The” we recognize “The” as a determiner, which signals the beginning of a noun phrase. Our knowledge of noun phrases is that they consists of determiner+ noun, or, determiner + noun+ adjective, so at this point we are looking for an optional adjective or a noun. When we read the next word “actor”, we recognize “actor” as a noun, and add it to the noun phrase. When we read the next word “thanked”, we recognize “thanked” as a verb which signals the beginning of a verb phrase. Our knowledge of verb phrases is that they consists of a verb, or, of verb + Noun Phrase. Thus, we are looking for a Noun Phrase. When we read the next word “the”, we recognize “the” as a determiner that marks the beginning of a Noun Phrase, and we add it to the verb phrase. Finally, when we read the word ‘’audience”, we identify audience as a noun and add it, first to the noun phrase, and then to the verb phrase we are currently processing. We have grouped the words in the sentence into 2 phrases as follows: 

(The actor) (thanked the audience)

      NP                       VP

Note that constructing that syntactic structure entails not only constructing the syntactic structure but also extracting the meaning of each word as it arrives (immediacy principle).  Thus, when we first see or hear a word, we access its meaning from memory, identify its likely referent and fit it into the syntactic structure of the sentence. That is, syntactic and semantic representations are built up as the sentence unfold. Sentence processing is then highly incremental 
Parsing has been studied using structurally or syntactically ambiguous sentences. These kind of sentences are more difficult to process revealing information about how we process sentences and how we create syntactic structures.
A. Structurally ambiguous sentences (they are also called syntactically ambiguous sentences) are sentences that can be interpreted in two different ways due to the fact that two different syntactic structures are possible. That is, these sentences can be parsed in two different ways.

For example, “The girl hit the man with the umbrella”. It can be parsed (and interpreted) in two different ways:

(The girl) ((hit) (the man) (with) the umbrella)):  The girl had an umbrella and she hit the man with it.
(NP)    +   (VP).  VP=  V + NP + PP.
 (The girl) ((hit) (the man with the umbrella)): The girl hit the man, and the man happened to be carrying
  (NP)      +  (VP).   VP = V+NP                                an umbrella.

These kinds of syntactically ambiguous sentences are globally ambiguous because when you get to the end of the sentence, they are still ambiguous. 
There are also syntactically ambiguous sentences that are temporarily ambiguous. Temporarily ambiguous sentences are sentences in which the ambiguity is resolved by the end of the sentence. An example of temporarily ambiguous sentences is the so called: Garden Path Sentences. In a garden path sentence, we interpret a sentence in a particular way (we consider first one possible syntactic structure) only to find out near the end of the sentence that we misinterpreted it. At this point, we have to reanalyze the sentence (we have to abandon the first syntactic structure in favor of another).  The subjective impression is that of being led down a garden path until discovering at the end that we took the wrong way and have to retrace our steps. 
Consider, for example, the following garden path sentence: “Cast iron sinks quickly rust”.
We parse the sentence as the sentence is unfolding (remember that sentence processing is incremental). We initially parse the sentence as a noun phrase (cast iron) plus verb phrase (sinks quickly). That is, when we read or hear the word sinks, we interpret it as a verb that signals the beginning of a verb phrase. However, when we get to the last word, “rust”, we realize that we have misinterpreted the sentence. “sinks” is not a verb that marks the beginning of a verb phrase, but it is a noun that is part of the first noun phrase. We revise our interpretation and parse the sentence in a different way (cast iron sinks) (quickly rust). It seems that people look longer to the word (e.g., rust) that disambiguates the sentence than to the other words in the sentence.
As the previous examples illustrate, parsing a sentence involves making decisions about where to place incoming words. That is, about what syntactic structure to create. How we make decisions about what syntactic structure to build?
Different models of Parsing have been proposed. The models differ in whether they consider that context (the meaning of the sentence- semantic information- or general world knowledge) influences parsing from the early stages of parsing (interactive models) or whether context (i.e., semantic knowledge and/or knowledge about the world) only has an influence on later stages (i.e., autonomous models). 
Interactive models differ in whether they assume that context activates only the correct interpretation (correct syntactic structure) from the beginning, and models that assume that context activates all possible interpretations (syntactic structures) simultaneously from the beginning (e.g., constraint-based models and referential theory. See below). 
Autonomous models of parsing may be serial or parallel. In autonomous serial models (e.g., the garden path model below), at the beginning of parsing and based only on syntactic knowledge, we select one syntactic structure or one interpretation and discard the others. Only in the latter stages of parsing, when parsing receive the influences of context (semantic knowledge and knowledge about the world), other interpretation, or syntactic structures, are considered. If the first choice is wrong, the sentence is reanalyzed and a new parse is adopted. 
In autonomous parallel models, all the possible interpretations or syntactic structures are constructed from the beginning based only on syntactic information. This guarantees that the right one is available when needed (when the context in the later stages of processing inform us about what the right interpretation or syntactic structure is). 
Before talking about specific models of parsing, it is important to remember the differences between surface and deep structures. According to Chomsky, the surface structure of a sentence corresponds to the structure that is actually produced: the sentence that we read or hear. The deep structure of a sentence is abstract and conveys the meaning of the sentence. Surface structures may be ambiguous. They may have two different meanings. 

Example:

Surface Structure: Visiting doctors can be nuisance         Deep Structure: 1) We visit doctors

                                                                                                                                       It can be nuisance

                                                                                                                                  2) Doctors visit us

                                                                                                                                       They can be nuisance

The sentence (surface structure) above has two different meanings. If we describe the deep structure (1 or 2), we can find out what meaning the sentence is referring to.
B. Models of Parsing

Frazier’s Garden Path Model is an autonomous serial two-stage model. It is autonomous because it assumes that there is a first stage of parsing that is guided only by syntactic knowledge. At the beginning, then, parsing is not influenced by contextual variables, such as the meaning of a sentence or by world knowledge. Context influence parsing at a later stage (the second stage of parsing). It is serial because it assumes that only one syntactic structure can be built at a time.  

In this model, in the first stage of parsing, based only on syntactic knowledge, grammatical categories (e.g., noun, verb, adjective, and determiners) are assigned to the words in a sentence, and we begin to build the syntactic structure of the sentence as the words arrive. Two principles are used to decide on the structure: Late Closure and Minimal Attachment.

According to Late Closure we prefer to attach new words to the phrase or clause currently being processed. The following sentence is an example of late closure: “ Tom said that Bill had taken the cleaning out yesterday”. The adverb “yesterday” may be attached to the main clause (Tom said something yesterday” or to the subsequent subordinate clause (Bill had taken…..yesterday). According to the late closure principle, we prefer the latter interpretation (we attach the word to the claluse that is being currently processed. 
Another example of late closure is: “After the child had visited the doctor prescribed a course of injection”. The noun phrase “the doctor” can be interpreted as being the direct object of the clause being currently processed (After the child had visited the doctor), or as the beginning of a new phrase (The doctor prescribed…) (which is the correct interpretation). According to late closure, we prefer the former interpretation, which will lead us to the garden path effect (commit to one interpretation at one point to realize later that it is the wrong interpretation). 
According to the minimal attachment principle, we prefer attaching new words into the phrase marker (or syntactic structure) being constructed using the fewest syntactic nodes (i.e. the fewest constituents). Before proceeding further, it is important to clarify what a phrase marker and a node are. A phrase marker is a tree diagram (like the tree below) that represent the phrase structure (constituent structure) of a sentence. As we can see below the tree consists of nodes (constituents) and branches. 


The principle of minimal attachment can be illustrated with the following example. A sentence, such as “Ernie kissed Marcie and her sister….”could be interpreted as both Marcie and her sister were recipients of a kiss. Thus, “her sister” is attached to the current phrase structure. “her sister” could also be interpreted as the beginning of a new noun phrase (i.e., which would require an additional node or constituent to be added).The sentence would be interpreted, then, as Erin kissed only Marcie. According to minimal attachment, we prefer the former interpretation ( because it has fewer nodes or constituents). 
Frazier and Rayner (1978) provided evidence for the Garden Path Model (see more evidence provided by these and other authors in your book). They examined eye fixations of subjects reading structurally ambiguous garden path sentences, such as “ Since Jay always jogs a mile seems like a very short distance to him”. They found that participants look longer at the disambiguating part of the sentence (the last few words) than at the ambiguous part (a mile) of the sentence or unambiguous parts of the sentence.  This indicated that participants realized they had misinterpreted “a mile” and had to reanalyze the sentence (they were making some later adjustments). 
Constraint-Based Model of Parsing
According to the Constraint-Based Model (McDonald, 1994), we simultaneously use all available information (syntactic information, semantic information, lexical information, nonlinguistic information) in our initial parsing of a sentence. Thus, parsing is guided by semantic information (and in general by context) from the beginning. In this model, the various sources of contextual information activate all possible syntactic structures or interpretations, with the most plausible being the most activated. A garden path effect (i.e., committing to one interpretation at one time, and realizing at a later time that the initial interpretation is wrong) occurs when the correct syntactic structure or interpretation receives little activation.  
Another interactive Model of Parsing is the Referential Theory of Parsing. As with the constraint- based model, the referential theory of parsing assumes that from the beginning parsing is guided not only by syntactic but also by semantic information. It also assumes, as with the constraint-based model again, that the sources of contextual information activate all possible syntactic structures or interpretations simultaneously from the beginning. Unlike constraint-models, in the referential theory of parsing, the specific knowledge provided by the sentence discourse context is more important (and it is used first) than the general world knowledge. In constraint-based models both the semantic information provided by the discourse context and knowledge about the world are both important and both are used from the beginning in parsing. Thus, according to the referential theory, the influence of discourse context is more important than the influence of general knowledge. And discourse context is more important than general world knowledge to resolve ambiguities of syntactically ambiguous sentences.
The referential theory states that primary responsibility for resolving structural ambiguities rests with the immediate, word-by-word semantic evaluation of alternative syntactic structures or interpretations. We, the human parsers, evaluate and choose among alternative syntactic structures or interpretations on the basis of their fit with the conversational (discourse) context. If based on the discourse context, we cannot make a decision regarding the appropriate syntactic structure, then we use our knowledge of the world to decide (the extent to which we use world knowledge also depends on our working memory capacity or the amount of information we can hold in working memory). Then, discourse context guide our parsing decisions initially, and general knowledge may be used later. 

Even if we are not provided with explicit discourse context, we make assumptions about the discourse context. And these assumptions influence our parsing decisions from the beginning of parsing. That is, the semantic context of the discourse affects parsing.  In the case of syntactically ambiguous sentences, the interpretation or syntactic structure entailing fewer assumptions is the one that we select. This explains the garden path effect in sentences, such as: “The horse raced past the barn fell”.
The word “raced” can be interpreted as a simple past term verb (i.e., the action that a horse performed) or as a past- participle in a reduced relative clause (It was the horse that was raced past the barn, the one that fell). According to the referential theory, we initially misinterpret “raced” as a simple past tense verb referring to the action a horse performed because that interpretation requires fewer assumptions: when we hear the noun phrase “the horse” we assume there is only one horse. Only at a later point we realize this is the wrong interpretation and we have to reanalyze the sentence. The alternative interpretation, a past participle in a reduced relative clause requires more assumptions. It requires that we assume both that there is more than one horse and that one of the horses is being raced by someone. 

The referential theory of parsing also explains why the garden path effect is prevented if we add the word ONLY at the beginning of a sentence. Consider the sentences below.

1) The vampires loaned money at low interest were told to record their expenses.
2) Only vampires loaned money at low interest were told to record their expenses. 

The only difference between sentences 1 and 2 is that the word ONLY was added at the beginning of sentence 2. However, Sentence 1 generates a garden path effect, but sentence 2 does not. When participants read sentence 1, they initially interpret “loaned” as a simple past tense verb (the action performed by the vampires). At a later point in the sentence, they realized that loaned is a past participle included in a reduced relative clause (the vampires who were loaned money….). In sentence 2, there is no garden-path effect, participants recognize from the beginning loaned as a past participle included in a reduced relative clause. 
According to the referential theory, in sentence 2, when participants read “only vampires”   they assume that there is a comparison between two set of vampires (even though this is not explicitly stated), and that the sentence is referring to one of these two sets. Then, when they read “loaned money at low interest”, they know the sentence is referring to the set of vampires that were loaned money at low interest. Thus, from the beginning, participants select the correct interpretation of loaned (a past-participle included in a reduced relative clause) due to the discourse context “Only vampires” ( which indicates there is a comparison between two sets of things). In Sentence 1, when participants read “The vampires” they could only assume that the sentence was referring to vampires in general (not to a  comparison between two sets of vampires).  
