Notes Chapter 11: Word Meaning
From your textbook you can skip the subsection “Combining Concepts” that starts in page 336 and ends in page 337. You can also skip the sections “The Neuroscience of Semantics” and Connectionist Approaches to Semantics” which start in page 339 and end in page 356. Please note that even though you can skip the Connectionist approaches of your textbook, I did include an overview of the connectionist approach here in the notes for which you are responsible. 

Please read these notes before reading Chapter 11.

Remember that notes are not a summary of the assigned chapter. And that for quizzes and tests you are responsible for the material covered in both your textbook and the notes. 

I. Representation of Meaning in Semantic Memory

This chapter addresses the question of how the meaning of each word is represented in semantic memory or how the meaning of the concepts words are referring to are represented in semantic memory
First, it is important to define the terms semantic memory (as opposed to episodic memory) and concept 
Tulving (1972) distinguished between episodic and semantic memory. Episodic memory was characterized as containing information about personally experienced events (e.g., our high school graduation). Semantic memory was characterized as containing all of your knowledge about the world (e.g., knowing who was the first US president), independent of the particular experiences that may have led to this knowledge. 
How we represent this knowledge about the world in semantic memory? We use concepts to represent this knowledge. For example, the concept of “bird” refers to all the knowledge that we possess about birds (that they have feathers, beak, wings, can fly, build nest, lay eggs, sing, etc.). It is important to note that a concept refer to class of things (or to a category). For example, when we refer to a “bird”, we are actually referring to a collection of different instances of birds (i.e., robins, canaries, cardinals, hummingbirds, doves, cuckoos, etc). And when we say that something is a bird, we are putting it into the category bird. A concept is, then, a mental representation of a class of object or other entity. 
Some concepts may be captured in a single word, such as the concept of bird or apple. And, all words have underlying concepts. However, some concepts are not captured in a single word. In addition, concept relates to other concepts (e.g., bird, feathers, beak, animals….). Finally, concepts may be concrete (e.g., bird) or abstract (e.g., justice). 
Let’s come back to the question of how meanings are represented in semantic memory, or how the meaning of concepts words are referring to are represented in semantic memory. There are two kinds of theories that address this issue: 1) Theories that consider the meaning of a word as holistic and that are concerned with the types of relations between meanings or between concepts (semantic networks theories). 2) Theories that consider that meanings can be decomposable into semantic features or attributes (decompositional theories).

Before talking about these theories, it is important to introduce a technique used in semantic memory research, the sentence verification task. In this task subjects are presented with statements of the form, “An S is a P”, where S stands for the subject term and P for the predicate term. An example of such a statement is, “An apple is a fruit. When the sentence is presented, the subject must decide as rapidly as possible whether the statement is true or false. The data of primary interest are the times needed to confirm true statements and disconfirm false statements (i.e., reaction times).

II. Semantic Network Theories
According to the semantic network approach, concepts are organized in networks. There are two semantic network models 1) Collins and Quillian Hierarchical Model 2) Collins and Loftus Model.

1. Collins and Quillian Hierarchical Model (1969)

In Collins and Quillian Model concepts are represented or stored within a hierarchical structure (see example in Figure 11.1 in page 323 of your textbook). More general concepts (e.g., animal) are at the top and more specific concepts are at the bottom (e.g., robin). Concepts at an intermediate level of specificity (e.g., bird) are in the middle (these concepts are called basic-level concepts).

Concepts are represented by nodes. Related concepts (nodes) are interconnected by links. In the model, the meaning of a concept is represented by the total configuration of relations a concept has to other concepts. There are two different kinds of relations represented in the model 1) Category membership relations; specified by the “Is a” relation (e.g., a bird is an animal), and 2) Property relations, designated by the “is”, “has”, and “can” labels (e.g., a bird has wings). Thus, the meaning of a concept is specified by its category membership and its attributes or properties.

Attributes are stored following the principle of cognitive economy. That is, attributes are only stored at the highest, or most general, concept to which they apply. For example, has wings is stored with “bird” (not with the lower concept “robin”) because all birds have wings. We do not need to store this information again with robin and penguins because we can infer that both robins and penguins have wings by using information that robins and penguins are birds.
Exceptions are stored at lower levels. For example, cannot fly is stored with penguin at a lower level. Because of this way of storing information, lower level concepts share attributes of higher level concepts. This is called property inheritance. For instance, a robin has red breast (an attribute stored with “robin”), has wings (an attribute stored with “bird”), and breathes (an attribute stored with “animal”). 

Processing Assumptions and Predictions for the Sentence Verification Task. 

Collins and Quillian model made predictions about the time it would take to verify statements (decide whether or not a statement is true) of the form, An S is a P. For example, “A robin is a bird” or “A robin is an animal”. 
Collins and Quillian  assumed that verification of a sentence, such as “A robin is a bird”   proceeds by first entering the network at the concept node corresponding to the subject term (e.g., robin) and then searching for the predicate term (e.g., bird). The concept node associated with the subject term (e.g., robin) is examined first. If the predicate is found, the search stops and the subject responds “true”. If the predicate is not found, the search process moves up the hierarchy to the next level. In our example, “A robin is a bird”, the predicate (bird) is found at the intermediate level (one level away from the subject robin). The search stops here and we verify the sentence as true.  
It is assumed that each move to a higher level in the hierarchy consumes processing time. As a consequence, verification time is a function of the number of levels in the hierarchy that need to be traversed in order to find the predicate (or the distance that need to be traversed). For example, In order to verify “A robin is a bird” (See Figure 11.1), we need to travel one link to find the predicate “bird”, and in order to verify “A robin is an animal” we need to travel two links to find the predicate “animal”. Thus, it would take longer to verify “A robin is an animal” than “A robin is a bird”. These predictions have been supported by empirical data. 
Some Problems with Collins and Quillian Model
1. The model does not explain the prototypicality effect: The prototypicality effect refers to the fact that instances that are more typical of a particular concept (or category) take less time to verify (i.e., faster reaction times) than atypical instances. For example, “robin” is a typical instance of “bird”, and “penguin” is an atypical instance. It would take more time to verify “A penguin is a bird” than “A robin is a bird”. This is not what the Collins and Quillian model predicts. According to Collins and Quillian, both “robin” and “penguin” are one link away from “bird” in the hierarchical structure, so they should take equal time to verify. Thus, the Collins and Quillian model is not accounting for the prototypicality effect.
2. Some sentence verification results are problematic for the model. For example, “A pig is an animal” is verified faster than “A pig is a mammal”. According to Collins and Quillian model, we should be faster to verify “A pig is a mammal” (“mammal” is only one link away from pig”) than “A pig is an animal (“animal” is two links away from “pig”). 
See other problems of the model that are detailed in your textbook.

2. Collis and Loftus Model (1975): Spreading Activation Semantic Network
Collins and Loftus revised Collins and Quillian Model. In Collins and Loftus Model (as with Collins and Quillian model), concepts are organized in a semantic network. However, the organization of concepts is not hierarquical (See Figure 11.2 in page 325 of your textbook). Instead there is a web of interconnected nodes (concepts). The length of each link represents the degree of semantic relatedness between two concepts. And the semantic relatedness is based on our experience and knowledge. Shorter links connect closely related concepts and longer links connect less closely related concepts. For example, the link between “robin” and “bird” is shorter than the link between “penguin” and “bird”. According to the Collins and Loftus model, this is because we are more familiar with robins than with penguins (we have more knowledge about and more experience with robins than with penguins). As a consequence, we are faster to verify sentences, such as “A robin is a bird” than sentences such as, “A penguin is a bird”.  That is, Collins and Loftus model explains the prototypicality effect. 
Collins and Loftus introduced the concept of spreading activation. That is, when a word is presented to a subject (e.g., robin), it activates not only one concept node (e.g., robin) but activation spread outs along all connected links, and related concept nodes are also activated (e.g., bird, has wings, red…). The concepts that have been activated will require less subsequent activation for being recognized (they would be recognized rapidly). This explains semantic priming. People would be faster to say that “bird” is a word if it is preceded by the semantically related concept “robin” (when “robin” is presented activation would spread out through the network, and related concepts, such as “bird “would be activated) than if it is preceded by an unrelated concept, such as “weapon” (the concept “weapon” is not directly connected to bird in the network, so “weapon” would not activate “bird”). 

Problems with Collins and Loftus Model
The model has been criticized for being too flexible. By manipulating the length of the links you can explain every result. For example, the model would state that there are shorter links between “pig”  and “animal” than between “pig” and “mammal” because of our greater familiarity (for experience) with mammals than with animals. And this would explain the finding that people is faster to verify “A pig is an animal” than to verify “A pig is a mammal”. 
If the model explains every possible result, then we cannot falsify the model.  That is, the model is true under all conditions. And it is not possible to test the model and to know under which conditions apply and under which conditions it does not apply (because it applies to everything). 
II. Decompositional Theories
According to decompositional theories, the meaning of a word is represented in semantic memory by decomposing it into a set of semantic features (semantic attributes). For example the meaning of “bird” would be represented by semantic features, such as animal, has beak, has feathers, sings, fly….

Semantic features are binary. That is, either a feature is present (+) or it is absent (-). For example, the definition of ‘filly” would differ from the definition of “colt” in the value of the feature denoting sex: “Colt” would be (Male +) (Adult-); “filly” would be (Male-) (Adult-).
Semantic primitives are the set of semantic features that represent the meaning of all words. According to the decompositional theory of Katz and Fodor, 1963, (see a detailed description of their theory in your book), the meaning of each word is represented by a set of semantic primitives (also known as semantic markers) that are universal. For example, the word “chair” would be represented by the following semantic markers: object, physical, nonliving, artifact, furniture, portable, something with four legs, something with a back, something with a seat, and seat for one.
These semantic markers are necessary and sufficient. Semantic markers are necessary in the sense that no item that does not possess the full set of semantic markers is an instance of a concept, or the category the concept is referring to (e.g., if it does not have 4 legs is not a chair, or if it does not have feathers it is not a bird). And sufficient in the sense, that the possession of all the semantic markers guarantees that an entity is an instance of the concept (or a member of the category the concept is referring to) 
The problem with this approach is that it is impossible to find a universal collection of semantic primitives that all instances of a concept or members of a category possess. A modern chair may not have a back and it is still considered a “chair”. And ostriches can’t fly and they are still considered as instances of “bird”. In addition, it is difficult to come up with the semantic primitives of some concepts like “game” (Wittgenstein, 1953). What are the necessary and sufficient features for categorizing something as a game? There are different kinds of games, board games, card games, Olympic Games…. some require considerable intellectual or physical skills, others not, some can be played alone others cannot, some involve winning and losing others not. Thus, we cannot come up with a list of semantic primitives that all instances of game share. Some instances of the concepts share some features with other instances but not all the features. 
The Rip’s Feature- Comparison Theory, another decompositional theory, recognizes that some instances of a concept (or members of the category the concept is referring to) share some, but not all, features with other instances (or members). It distinguishes between two kinds of semantic features, Defining Features and Characteristic features.
Defining Features are features that are essential to defining the concept. They are attributes that are shared by all members of a category. For example, the features has wings, lays eggs, and has feathers, are all defining features of the concept “bird” because all birds have these attributes. 
Characteristic Features are features which are often associated with a concept but they are not essential to its definition. They are attributes that are shared by many, but not all, members of a category. The feature can fly, for example, is a characteristic feature rather than a defining feature of the concept “bird” because most, but not all, birds can fly.

The Feature-Comparison Theory made predictions regarding the time required to verify sentences, such as “A robin is a bird”. According to this theory, differences in verification times depend on differences in processing (not on the distance that need to be traversed in a hierarchical network as proposed by Collins and Quillian model). When a subject is asked to verify a statement, such as “A robin is a bird”, the subject read the sentence, and retrieve both the defining features and the characteristic features associated with the two words, (e.g., bird, and robin). Then, defining and characteristic features of the two words are compared in order to determine their overall similarity. This comparison process is referred to as Stage-1 processing. If there is high similarity between the features of the two words (most of the features are shared), as it is the case for “robin” and “bird”, a sentence containing them, such as “A robin is a bird” is rapidly verified as “true”. If there is low overall featural similarity between the two words (most of the features are not shared), as it is the case for “banana” and “bird”, subjects would rapidly respond “false” to sentences, such as “A banana is a bird”. If, however, the overall similarity between the features of the two words is intermediate (some features are shared and some are not shared), then the subjects cannot respond so quickly.  For example, in the sentence “An ostrich is a bird”, “ostrich” and “bird” have some similar features (have feathers, have wings), but also have some dissimilar features (ostriches can’t fly, can’t sing). The two words have an intermediate overall similarity. In this case, it is difficult to decide whether the sentence is true, and a second stage, Stage 2, of processing is required. Stage 2 requires additional processing time. In Stage 2 a comparison is made between the two words, but that comparison involves only the defining features associated with each word. If the defining features of “ostrich” match the defining features of “bird”, then subjects respond “true”. Thus, it would take more time to verify “An Ostrich is a bird” than “A robin is a bird” because the former requires a second stage of processing. This is how the Feature Comparison Theory accounts for the prototypicality effect.
Smith and Medin’s Probabilistic Feature Model is an extension of the Feature-Comparison theory. This model distinguishes between the core of a concept and identification procedures. The core of a concept refers to the defining features of a concept. Those abstract features that are important for the definition of a concept and for understanding the relation between that concept and other concepts. For instance, a core of a concept like “boy” might contain features, such as male, young and human that could be used to understand its relation to other concepts like “girl”, “colt”, and “man”.

Identification procedures are procedures for identifying instances of a concept (or for identifying members of a particular category the concept is referring to). In the case of “boy” the identification procedure might consist of processes employing available information about currently accessible features, (perceptual features) like hair length, height, characteristic gait, and so on that can be used to help determine that some person is likely to be a boy rather than a girl or a man.
In the Probabilistic Feature Model, features vary in their salience with respects to the concept and the probability that any instance will have the feature (e.g., for the concept bird the perceptual feature flying has high salience, but a probability of less than 1- not all birds fly). In a sentence verification task, an instance will be verified as an instance of a concept or category when it has a critical number of features (weighted by their salience and probability). For example, “A robin is a bird” would be verified rapidly as true. A robin need only to fly, have feathers, have wings and warm blood to be categorized as “bird” (even though not all of these are true for all birds).
Besides the Feature-Comparison Theory and Probabilistic Feature Model, there are other theories regarding how items can be classified as members of a particular category that assume that instances of a concept or category do not have to share all features with all the other members. These theories are called family resemblance models and include the prototype theories and instance theories. 
III. Family Resemblance Theories
According to these theories, there are not universal defining characteristics shared by all members of a particular category. Some members share more features (but not all) with a particular ideal representation of a category (prototype in prototype theory) or with other members (instances in instance theory) than others. The former are typical members of the category (e.g., robin).  The latter are atypical members of the category (e.g., penguin). 
1. Prototype Theories
A prototype is not an actual really existing member of a category. The prototype is an average of category members encountered in the past. A prototype is abstracted through repeated experiences with category members.  For example, through repeated encounters with different instances of birds (robins, canaries, hummingbirds, etc.), we construct an average representation of “bird” that includes the features we have seen the most often in birds (e.g., that they are small, fly, build nests, have feathers, sing, have wings, etc.). 
Category membership is determined by an item’s similarity to the prototype. Some members share more features with the prototype (e.g., robins), these are high prototypical members. Other members share less features with the prototype (e.g., penguins), they are called low prototypical members.
There are processing advantages of high prototypical members of a category relative to low prototypical members. For example, the prototypicality effect (we are faster to verify “A robin is a bird” than “A penguin is a bird”). In addition, when asked to produce members of a particular category, high prototypical members are mentioned first. Finally, high prototypical members are more affected by priming. 

See more details about prototype theories in your textbook. 

2. Instance Theories

According to the instance theories, a prototype or average representation does not exist. We store a representation of each category member or each instance (robin, canary, sparrow, hummingbird, etc.) we have encountered in the past.. To define the category membership of a particular item, that item is compared with each of the stored instances or exemplars including itself. Category membership depends on the similarity between the item and the stored instances or exemplars. There are some instances that are more similar to the stored instances (e.g., robin) than others (e.g., penguin).  As with the high prototypical members of a category in prototypes theory, those typical instances have processing advantages. 
See more information about instance theories in your book. 
IV. Connectionist Models and the Representation of Concepts. 
We have spoken about connectionists models in previous modules. Here I will present an overview of how connectionist networks explain concept representation. You can skip the section in your book that talks about “connectionist approaches to semantics in page 351”

Connectionist models are computer models that explain how concepts are represented in semantic memory. They are based on how neurons in our brain interact.  A connectionist model or network consist of 4 parts: units, activation, connections and connections weights 

As with neurons, units are basic information processing structures. They are represented by circles.

Connectionist networks are composed of many units organized in layers of units. Units are organized in 3 layers (input, hidden and output layers). Input units receive information from the environment, they send signals to hidden units that send signals to output units. (See an example of a connectionist model in figure 7.5 page 230 of your textbook-This model is not representing a concept, but illustrates a standard 3-layered connectionist network). Output units is the response of the connectionist network after the information (input) has been processed. 
 Information is transmitted from one unit to other units through connections. Connections are analogous to synapses. They are represented with lines. Arrows indicate the flow of information from one unit to the next. Like neurons that are connected with thousands of other neurons, a unit will be connected to several units. 
Inputs and outputs are called activation. They are analogous to the firing rate of a neuron. Activation is transmitted through the connections from unit to unit. The concept of spreading activation is applied to connectionist models. Activation spreads out through the network from the input, to the hidden to the output units. 
Connection weight is the strength or weakness of a connection. They are equivalent to excitatory or inhibitory connections in the brain. If the connection weight is high the activity of the unit that receives the input is going to increase, they excite that unit. If the connection weight is low, they are going to decrease the activity of the unit that receives the input, they inhibit that unit.
Activation at the output units is determined by the initial activity at the input units and by the connection weights (remember that the connection weights determine how strong the activation of a particular unit in the network is).

How concepts are represented in a connectionist network? A concept is not represented by a single output unit (as a concept would not be represented by a single neuron in the brain). A Concept is represented by the pattern of activation of many output units (some output units would by highly activated, others will have a medium level of activation, others will have a low level of activation, and others would not be activated at all). That is, different concepts would be represented by different patterns of activation of the output units. 
IV. Some important concepts regarding metaphors
I am not going to speak about figurative language here in the notes (see figurative language in page 337 in your book) I just want to clarify a couple of terms regarding metaphors that will help you understand the figurative language section of your textbook.

In a metaphor, such as “My lawyer is a shark”, the first term (e.g., lawyer) is called the topic of the metaphor. And the second term (e.g., shark) is called the vehicle of the metaphor.
According to the class-inclusion model explained in your textbook, the vehicle refers to a metaphoric category (shark) that includes the topic (lawyer) literal referent as a member. That is, when we hear ““My lawyer is a shark” we include “lawyer” as a member of the figurative category the vehicle is referring to (“shark” interpreted as predator).
