Chapter 12: Comprehension
You can start reading chapter 12 and when you reach a section of the chapter associated with a particular section of the notes included here, read that section in your textbook and then read the part of the notes associated with that section.  That way, it will be clear for you what I am referring to in the notes.

For quizzes and exams you are responsible for both the material covered in Chapter 12 and the notes of Chapter 12

I. In this first part of the notes, I will elaborate on some studies and clarify some issues associated with different topics. 
1. Page 363 at the beginning of the page Jarvella’s (1971) study is presented. I just want to elaborate a little bit on that study. Jarvella presented participants with passages that were interrupted at various points.  During these interruptions participants recalled as much as they could (and as precisely as possible) of the sentence they just have heard. They were presented with passages, such as

1) The tone of the document was threatening. Having failed to disprove the charges, Taylor was fired later by the president. 

2). The document had also blamed him for having failed to disprove the charges. Taylor was later fired by the president. 

 “having failed to disprove charges” was part of the second sentence in passage 1) and of the first sentence in passage 2)

Participants were more likely to remember “having failed to disprove charges” verbatim in passage 1 than in passage 2. This is because in passage 1 the clause “having failed to disprove charges” is still being processed because the sentence is not yet finished. The clause is still in working memory. In passage two that clause belongs to a sentence for which processing is finished. The findings of this study illustrate that when we process a text, as soon as we have finished processing a sentence, we forget the exact wording of that sentence (the details) and what is kept is the gist of the text. 
2. In page 367 in the subsection Inferences your book mention three different types of inferences: Logical Inferences, Bridging Inferences and Elaborative Inferences. Logical Inferences depend on the meaning of the words. For example, we can infer that someone who is a widow is female.  
Bridging inferences establish coherence between the current portion of the text and the preceding text (i.e., new information is related to previous information), so they are also known as backward inferences. For instance, in the passage: “Last Christmas Eugene went to a lot of parties. This Christmas he got very drunk again” we must make a bridging inference, such as that Eugene got very drunk at the last year’s parties to make sense of the word “again”  
Elaborative Inferences embellish or add details to the text by making use of our world knowledge. They are sometimes known as forward inferences because they often involve anticipating the future.
3. In page 368 in the subsection “When are inferences made?” Your textbook presents two contrasting positions regarding the kind of inferences that are made when we read a text, and when we make these inferences (i.e., we made them automatically when we are reading the text or we make them later). These contrasting positions are called the Constructionist View and the Minimalist Hypothesis.
According to the Constructionist View, readers generate a large number of different kinds of inferences automatically at the moment of reading. A key implication of this view is that numerous Elaborative Inferences are made automatically when reading a text. In contrast, the Minimalist Hypothesis states that only a limited number of elaborative inferences are generated automatically when we are reading a text. Most of the inferences we make when we are reading a text are those that are important for maintaining the coherence of the text being read (i.e., bridging inferences) and thus for understanding the text. According to the Minimalist Hypothesis, most elaborative inferences are not made automatically when we are reading but later at the time of the memory recall or memory recognition test. And the studies that have found numerous elaborative inferences are studies in which inferences are tested at the time of recall. For example, Dooling and Christiaansen (1977) asked participants to read a story about a ruthless dictator called Gerald Martin. One week later, participants were given a recognition test, and were told the story was about Hitler. Participants falsely recognized sentences relevant to Hitler that have not appeared in the original story. These elaborative inferences (that are called in your book intrusion inferences because there is a wrong belief that some information was present in the text that was previously studied) could have been not drawn while the story was being read. 
Your book presents evidence in support of the Minimalist assumption that most elaborative inferences are not made automatically at the time we are reading a text but later during recall.  

4. In page 372 section Reference and Ambiguity, your book speaks about reference. Reference is a semantic relation whereby information needed for the interpretation of one item is found elsewhere in the text (i.e., reference is what things refer to). For example, we often use pronouns she, he, it, his, her, and their to refer to earlier items. In the sentence “The woman lost track of her little boy at the mall. She became very worried”, “she” in the second sentence refers back to “the woman” in the first sentence. This example illustrates what is called Anaphoric Reference. Anaphoric reference is using an expression to refer back to something previously mentioned in the text. The linguistic expression that we use to refer back to something previously said is called an anaphor and the previous referent is called an antecedent. In the previous example “she” is the anaphor and ‘the woman” is the antecedent. Two important concepts here are: Foreground and Background.
Foreground and Background: Consider the following passages

“I am trying to find a black dog. He is short and has a dog tag on his neck that says Fred. Yesterday that dog bit a little girl. She was scared, but she wasn’t really hurt”. 

“Yesterday a black dog bit a little girl. It got away, and we are still trying to find it. He is short and has a dog tag on his neck that says Fred. She was scared, but she wasn’t really hurt”.

You probably found that the target sentence “She was scared, but she wasn’t really hurt” in the first passage was easier to understand than in the second passage. This is because in the first passage a direct antecedent for “she” is presented: the antecedent “the girl” is presented in the previous sentence.  In the second passage, the antecedent “the girl” is too far removed from the target sentence.  In the second sentence, “the dog” is in the foreground and “the girl” is in the background. The foreground has to do with the information that is currently being discussed or explained. The background refers to information that was introduced or discussed earlier and is no longer the focus of discussion. 
II. Models of Text Processing (It starts in page 377) (Here, I will give an overview of the models of text processing presented in your textbook (except fot the schema-based theories. Even though I do not speak about the schema based theories and scripts you are responsible for these topics).
1. Propositional network models of representing text.

In order to understand the propositional network models we need to understand what a Proposition is:

A Proposition is the smallest unit of meaning that can be judged as true or false (e.g., the proposition “Lincoln freed the slaves”). A proposition contains one or more arguments and a predicate. 

Arguments are nouns (e.g., “Lincoln” and “the slaves” in the previous example). The arguments may represent people, objects or particular places. 
A Predicate is a relational concept, a concept that connect arguments (e.g., “freed” in the previous example). A predicate can be a verb, an adjective, an adverb, or sentence connectors. 
A sentence consists of one or more propositions. For example, the sentence “Lincoln, who was president of the United States during a bitter war, freed the slaves” consists of 3 propositions (or 3 different ideas): 

a)   Lincoln was president of the United States during a war

b) The war was bitter 

c) Lincoln freed the slaves. 

The propositional network models state that we store the meaning of sentences in the form of propositions and that group of propositions are connected together in complex ways in memory. See the example of the propositional network associated with the sentence “Vlad gave his yellow broomstick to the old witch” below. In the network:
Nodes (        ) are the propositions (which include the arguments and predicates).
The connections (arrows) represented the connection between the predicates (verbs, adjectives) and arguments (nouns) and between propositions. 
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Propositional network models can be used to explain fact retrieval from reading. For example, Anderson’s ACT propositional network model provides a good explanation of the so called Fan Effect. The Fan Effect refers to slower retrieval of a particular fact about a concept as more facts are associated to that concept.  
The Fan Effect is demonstrated by having participants study sets of sentences that vary in the number of associations stated between a concept and a fact. For example, participants could be presented with the following sentences:

The lawyer is at the school.

The lawyer is at the park.

The lawyer is at the theater.

The doctor is at the museum.

The number of facts that each concept is paired with is the “fan” size. In the previous example, “The lawyer” has a fan size of three; and “The doctor” has a fan size of one. Participants are required to memorize these sentences, and then a recognition test is given. In the recognition test, participants are asked to decide as quickly as possible whether or not sentences appeared in the study list. Typically, participants take longer to verify that “The lawyer is at the school” appeared in the study list than to verify that “The doctor is at the museum,”  was in the study list due to the larger fan of “lawyer” in this set.
Anderson explains the fan effect in terms of spreading activation. At recognition, when participants are presented with “The lawyer is at the school”,  not only “lawyer” and the associate “school” are activated in the propositional network,  but also all the other associates of “lawyer”. That is, activation spreads out to all the associates in the network including “park” and “theater”. The partitioning of activation among the associates of “lawyer” decreases the amount of activation that spreads to each associate which, in turn, increases the amount of time it takes participants to become aware of the target associate, “school”. There will be no diffusion of activation in “The doctor is at the museum” which has a fan size of just one (one associate). 
2. Story Grammars

According to this view, stories have their own predictable structure. They begin with one or more setting statements that introduce the protagonists or characters and stablish the spatial (location) and temporal (time) context of the story. This information enables an initial event that evokes a reaction in the protagonist. This reaction causes the protagonist to formulate a goal. The goal motivates a sequence of intentional actions that lead to some outcome (e.g., the protagonists achieve his/her goal). In a more complex story, the series of actions is interrupted causing the protagonist to pursue one or more subgoals before the final outcome is achieved.
In story grammars, the internalized story’s structure is captured by a set of rewrite rules (see Box 12.1 in page 378 of your textbook) similar in form to the phrase structure rules of transformational grammar (see transformational rules in chapter 2 and notes of chapter 2). These rewrite rules decompose a story into smaller and smaller constituents. The rewrite rules, then, yield a tree structure which is a hierarchical representation of the story. See example below.


The elements of the structure (setting, theme, plot, goal, etc.) are represented as nodes and constitute the nonterminal elements of the structure. Propositions are the terminal elements (they are not shown in the tree above) of the hierarchical structure. 
We fill in the nonterminal elements with propositions (i.e., terminal elements). For example, the following propositions (numbered from 1 to 3) supply setting information: 1) There was once and old farmer 2) who owned a stubborn donkey 3) one evening the farmer was trying to put his donkey into its shed. 
Other prepositions supply information for the other nonterminal elements of the structure (for the goal, the subgoal, the attempt, the outcome, etc.). Propositions that are higher up in the hierarchy should be more structurally important or salient for the reader than propositions that are at lower levels. In fact, there is evidence that they are more likely to be used when summarizing a story, that they are better recalled, and that they require more processing time. For example, Cirilo and Foss (1980) found that it would take longer to read sentences conveying high level propositions than low level propositions. Sentences with more important information required longer reading times. 
3. Mental Models

In addition to the surface representation of a text (verbatim representation of the sentences) and the propositional representation of a text (the representation of the meaning of a text using proposition as the propositional network model proposed) we also represent the state of affairs that a text refers to. The assumption is that as we comprehend the propositions of a text, we construct a mental model or a situational model of the world as described by the text. That is, that we represent the actors, objects, locations, events, and actions described in the text (In this way, we not only represent the text, but also what the text is about).
In support of Mental Models Bransford et al. (1972) demonstrated that we represent spatial information of a situation described in sentences. A first group of participants were presented with sentences, such as 1)“Three turtles rested on a floating log, and a fish swam beneath them”.  A second group of participants were presented with sentences, such as 2)“Three turtles rested beside a floating log and a fish swam beneath them”. Notice that the only difference between the two sentences is whether the turtles were on or beside the log. Then both groups of participants were given a recognition test containing sentences that were and that were not presented earlier. Participants had to decide whether they had seen these sentences before. The target sentence was a sentence that had not been presented earlier 3) “A fish swan beneath a floating log”. The first group who read sentence 1 was more likely to falsely recognize this sentence (sentence 3) than the second group who read sentence 2.  This indicated that participants constructed a spatial layout of the situation rather than stored the individual sentences or propositions. 
Additional support for the Mental Models is provided by Morrow, Bower, and Greenspan (1989). They demonstrated that participants represented actors and their spatial locations. They asked participants to memorize a map of a research center and then read narratives about characters at various locations in the center. Some of the sentences described the character’s movements though the rooms of the center. After each of these sentences, participants were presented with pairs of objects from various rooms. Participants’ response times were faster when the objects were from the goal room (the room to which the character was going) than the source room (where the character came from) or the path room (which the character moved through to get to the goal room). This was true even when the goal room was not explicitly mentioned in the narrative. 
4. Kintsch’s Construction-Integration Model

According to this model, the comprehension of a text is the result of the integration between the text and the general knowledge and personal experience a reader brings to the situation. 
In order to understand a text, a reader represents the meaning of the text in terms of propositions that are connected together in a propositional network. Some propositions are text-base propositions (propositions based on what is stated in the text). The readers also construct propositions that are based on his/her world knowledge. These propositions are integrated with the text-base propositions to form what is called the situation model. The situation model is the model that readers construct to integrate the text-base information with their relevant prior knowledge, experience, goals, and motivations.  Thus, in the Construction-Integration Model, as readers engage text they proceed through two phases: A construction phase and an Integration Phase.  In the Construction Phase, in order to represent the meaning of a text, readers construct a propositional network (that consists of text-base propositions and propositions based on our knowledge of the world that help us understand the text). In the Integration Phase, readers integrate the propositions in the network that are compatible with the implied situation described in the text, while propositions that are not compatible are deactivated (This in order to create a coherent whole).
In the construction phase, we have two structures, microstructure and macrostructure.   The microstructure is a network of propositions representing meaning at the sentence level of a text; it includes both text-based propositions and those propositions based on our world knowledge that help us create a local understanding at the sentence level. The macrostructure of a text, on the other hand, is a hierarchical set of propositions (propositions that are left after some propositions of the miscrostructure are deleted, and others are combined) that represents the global structure of the text. A good summary of a text would comprise the text macrostructure. In the hierarchical structure, the propositions are organized according to their importance, with the most important ones at the top of the hierarchy and the less important ones at the bottom. 
The construction of the microstructure (the propositional network) is cyclic because of the limited capacity of working memory (a system in which we store information for short periods of time). When we are reading a text, a limited amount of sentences (from which propositions are constructed) can be active in working memory at any time (in a particular cycle). In a particular cycle, working memory holds the current sentence being processed and a set of prepositions that were constructed in previous cycles and that carried over from these previous comprehension cycles. The propositions that are not carried over in working memory still remain in Long Term Memory. These stored prepositions can be reinstated in working memory if necessary.  When is it necessary to reinstate propositions stored in long term memory in working memory? In order to construct the propositional network (the microstructure), in a particular comprehension cycle propositions that share common arguments (i.e., that are semantically related) and that create a coherent text-base are linked together. When the propositions that are present in working memory in a particular cycle do not share arguments and do not create a coherent text base, we need to engage in a reinstatement search. We search in Long Term Memory for the propositions that share arguments with and can be connected to the information currently hold in working memory. 
