Please read the notes before you read the chapter and whenever you need to do it (to clarify concepts) as you read the chapter.

 Chapter 13: Language Production. You can skip the following two sections: 1)“Syntactic Planning”- It starts in page 402 and ends in page 409- 2) “Phonological Encoding”- It starts in page 426 and ends in page 430. Note that other sections of the book speak about phonological encoding and that you are responsible for these other sections and for what is said in these other sections about phonological encoding. Finally you can skip the section Writing and Agraphia- It starts in page 444 and ends in page 445. 
These notes are not a summary of Chapter 13, for quizzes and the final exam you are responsible for the material covered in both the notes and Chapter 13.  
I. Introduction (pages 395 and 396)
It is difficult to study speech production because it is hard to get inside someone’s head as they plan a sentence. However, some theories have been proposed about the processes involved.  

Following Levelt (1989), we can distinguish 3 stages of speech production: Conceptualization, Formulation, and Articulation.

1) Conceptualization

In this stage, the speaker decides what he/she is going to say.  The end point of conceptualization is the point at which the message to be communicated has been decided. This message has no linguistic form and is called the preverbal message or the message level of representation.  Very little is known about this stage.  

2) Formulation

In this stage, the speaker translates the preverbal message into a linguistic form. This stage involves: Lexicalization and Syntactic Planning
During Lexicalization the appropriate words are selected. During Syntactic Planning, words are put in the right order and grammatical elements are added.

The formulation stage also includes the process of phonological encoding in which words are converted into sounds.

3) Articulation

In this stage, the speaker must plan the motor movements needed to convey the message.

II. Speech Errors (commonly known as Slips of the Tongue) (Page 396)
These are the types of errors that are relatively common in normal speech production (spontaneous speech errors). The analyses of speech errors have demonstrated that they are not random. There are systematic patterns within them. The analyses of speech errors provide us with information about the processes of speech production that lead to these speech errors. 

Speech errors are categorized by the mechanism (substitution, addition, deletion, anticipation, exchange, blend, etch) and the unit involved (phoneme, morpheme, word, etc) in the error. 

Some types of speech errors are:

Word Exchanges: Words from the same category swap positions in the sentence. That is, two nouns will change positions (e.g., “I am sending a friend to my text”/ I am sending a text to my friend); or two adjectives will change positions (e.g., “That rubbish is car”/”That car is rubbish”)

Sound Exchanges or Phonemic Exchanges:  Sounds of two words that are next to each other in the sentence swap positions (e.g., “I saw an endian iliphant at the zoo”/”I saw an Indian elephant at the zoo”)
Morpheme Exchanges :  We know that a morpheme is the smallest unit of meaning. And that we have two types of morphemes: free morphemes and bound (or inflectional) morphemes. Free morphemes stand alone as words (e.g., book, write, cat, run). Bound or inflectional morphemes cannot stand alone as words, they must be attached to a word (e.g., the plural marker –s added to the end of a word, or the endings –ing, -ed, etc.) Morpheme exchanges occur when a part of a word (a morpheme) gets “stranded” and attached to a new word (e.g., “She texts her hating”/The speaker intended to say “She hates her texting”. The bound morphemes, –s and –ing, are left in their original position, and the free morphemes, text and hate, have moved.
Word Substitutions: It occurs when a different word is substituted with the one that was intended. This happens only with content words and certain prepositions (e.g., “pass me the pepper”/”pass me the salt”) (See different kinds of speech errors and more examples in Table 13.1, page 398)

III. Garrett’s Model of Syntactic Planning (Page 399)
Garret’s model is based on evidence produced by speech error studies. Garret proposes a 5 level model of processing that includes 1) Message level 2) Functional level 3) Positional Level 4) Sound Level 5) Articulatory Instructions. These levels correspond to the levels proposed by Levelt. That is, the message level corresponds to the conceptualization stage; the functional, positional and sound levels correspond to the formulation stage, and the articulatory instructions correspond to the articulation stage. The figure below illustrates this.
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There are three main features in Garrett’s model:
· The processing in the model is serial: That is, information is processed in a series of levels, each of the levels is completed in a specific order, and the levels do not interact with one another.
· There are two main levels of syntactic planning: The functional and the Positional Levels.

· Content and function words are selected at different levels. Content words are selected at the functional level, and function words are selected at the positional level.

Let us see what happens at each level:

The Message Level corresponds to the selection of the message that the speaker intends to communicate. The message here has no linguistic form. 
At the Functional Level, the message (that was selected in the message level) is linked to a meaningful representation in the mental lexicon.  That is, the semantic content of words is specified. And syntactic roles (subject, object, verb) are assigned to these semantically specified words. However, at this level, the order of words is not yet decided upon. Content words (e.g., nouns, pronouns, verbs, adverbs, and adjectives) are selected at this level. 

The functional level is the level at which word exchange errors occur (e.g., “Guess whose mind come to name”/ “Guess whose name come to mind”). Content words can exchange over large distances because they are selected before their position is established (before the words are correctly ordered to produce a grammatically correct sentence). Note that since the representations at this level only specify content words, errors at this level apply only to content words. 
At the Positional Level, the words are put in a specific order in the developing sentence. The phonological form (information about how the words are produced) of the content words is specified. And the phonological forms of content words are inserted into their appropriate position in the syntactic structure (syntactic frame) of the sentence. 
At this level, function words (articles, conjunctions, prepositions) are selected and prefixes and suffixes are added. However, the phonological specification of function words and affixes (pre-fixes and suffixes) occurs later, at the sound level. 
A speech error, such as “A maniac for weekends” (“A weekend for maniacs”) occurs at this level. Note that the bound morpheme–s in “weekends” is correctly pronounced as /z/ consistent with the word to which it was attached, “weekend” (the final consonant of weekend is voiced, then, the plural marker –s should be pronounced as /z/) not as /s/ which would be consistent with the word it was originally intended to be attached to, “maniacs” (the final consonant of “maniac” is unvoiced, then –s in “maniacs” should be pronounced as /s/). This error is an example of the phonological process called accommodation- elements that are shifted or deleted are accommodated to their error induced environments. The importance of accommodation processes in speech errors is that they support the notion that specification of the phonological form of affixes (such as the suffix –s) occur not at the positional level, but at a later level, at the sound level below. The speaker intended to say “maniacs”, but the phonological specification of the bound morpheme –s as /s/ not as /z/ is determined later. 
At the Sound Level   
The phonological form of function words and affixes (prefixes and suffixes) is specified. In general, the phonological forms of all the words are specified in greater detail at this level so that the correct phonetic characteristics of the utterance are identified (i.e., the final sounds are specified prior to their motor implementation)
 Phonemic Exchanges (sound exchanges) occur at this stage (e.g., “I saw an endian illiphant at the zoo”/ “I saw an Indian elephant at the zoo”). Since at this point the position of the words has already been specified, the sound exchange occurs only between words that are next to each other in the sentence. 

The Articulatory Instructions Level consists of the commands for how the sentence will be physically produced by your vocal apparatus (that includes lips and tongue).  

IV. Lexicalization (Page 410)
Lexicalization is the process of turning the semantic representation (i.e., meaning) of a content word into its phonological representation or phonological form (i.e., its sounds or phonemes). 

Stages in Lexicalization

Lexicalization consists of two stages. In the first stage (meaning-based stage), the speaker goes from the semantic level of representation (i.e., conceptual representation) to a lexical level of representation (level of words). That is, in the first stage, a nonverbal meaning is mapped onto a word. The act of choosing a word is called lexical selection.  In the second stage (phonologically-based stage), the speaker retrieves the phonological representation of a word, a process called phonological encoding and then specifies its phonological content (individual phonemes). That is, in the second stage, a word is mapped onto its corresponding phonology (onto its phonemes or sounds).
There is general agreement that the lexical level of representation mediates between the semantic-conceptual level of representation and the level of individual phonemes. However, there is disagreement over whether there is one or two levels of lexical representation between the semantic-conceptual level of representation and the level of the individual phonemes. 
There are two positions in this regard.

1) The Lemma Theory (Levelt, 1989): It states that there are two levels of lexical representation between the semantic-conceptual level of representation (the meaning of a word) and the level of individual phonemes or sounds.  These two levels are called lemma and lexeme. Each word is represented by a lemma. A lemma specifies the syntactic properties of a word: its grammatical class (noun, verb, adjective, etc.) and aspects associated to its grammatical class (e.g., the gender for nouns). Lemmas are amodal in the sense that a lemma is common to both the spoken and written form of a word. Lexemes specify the phonological representation or phonological form of a word. According to the lemma theory, the selection of the lemma of a word (lemma selection) is a necessary condition for the subsequent selection of its lexeme representation. That is, access to a word’s phonological form is necessarily preceded by access to its syntactic properties.

The tip-of-the-tongue phenomenon (TOT) is a temporary inability to utter an intended word (the sounds do not come out), accompanied by the feeling that the intended word is known and that it is on the verge of being available. The TOT is often cited as evidence in support of the existence of two levels of lexical representation (and in support of the lemma theory), lemma and lexeme. For example, there is evidence that some Italian speakers in tip-of-the-tongue states know the grammatical gender of the intended word (Italian nouns have a gender, they are either masculine or feminine-e.g., “flower” is masculine in Italian) even though they do not know its phonological form (or know it only partially). That is, some Italian speakers in TOT states access the lemma level of representation (where syntactic properties, such as gender, are specified) but fail to access the lexeme level. 
2)  Caramazza's (1997) independent network theory assumes that there is only one level of lexical representation, the lexeme level, mediating between the semantic-conceptual level of representation and individual phonemes.  A central claim of the independent network theory is that access to a word’s phonological form does not require prior access to the syntactic properties of that word (i.e., there is no need of a lemma level of representation). Miozzo and Caramazza (1997) found support for this theory. They found that Italian speakers in TOT stages sometimes retrieve some phonological features (i.e., the initial phoneme of the intended word). And that successful retrieval of those phonological features was not necessarily associated with successful retrieval of syntactic features, such as gender. That is, the retrieval of phonological features does not have to be preceded by the access to syntactic features. They concluded that phonological information (information regarding phonological form of words) can be accessed independently of the syntactic properties of a word (and vice-versa). That is, syntactic information does not mediate between semantic information and phonological information. That is, there is not a lemma level of representation. 

Discrete Versus Cascaded Processing (page 418)
As stated above there is general agreement that lexicalization consists of two stages. The first stage that is lexically based ends with the selection of a word (lexical selection or lemma selection in the Lemma Theory). And in the second stage that is phonologically based phonological encoding takes place (a word is mapped onto its phonological units). Are these two stages successive non-overlapping stages or do they overlap so that there is interaction between them? There are two positions:

1) According to Discrete Processing, the two stages are discrete and independent (they do not interact). That is, the first stage must be completed before the second stage begins. In the first stage, the meaning of the word that the speaker intends to communicate (e.g., “cat”) activates that word and words semantically related to “cat” (“cat”, “dog”, “hog”, “rat’). The target word (“cat”) receives greater activation. At the end of the first stage, only the target word remains activated.   In the second stage, that begins as soon the first stage is completed, only the target word (e.g., “cat”) is phonologically encoded (only the phonological units of the target word are activated). See Levelt’s (1991) study in your textbook (page 418 to 420) that provides support for discrete processing.
2) According to Cascaded Processing, the second stage might begin on the basis of partial information before the first stage is completed which suggests that the two stages proceed in cascade (i.e., they overlap and may interact). In stage 1, the meaning of the word that intends to be communicated (e.g., “cat”) activates that word and words semantically related to “cat” (“cat”, “dog”, “hog”, “rat’). Before stage 1 ends with the lexical selection of the target word, all activated words, the target word and its semantic alternatives, simultaneously,  spread their activation to the phonological level (i.e., not only the phonological units-the sounds-of the word “cat” would receive activation, but also the phonological units of “dog”, “hog”, “rat’). That is, stage 2 (phonological encoding) begins before stage 1 is completed.  At the end of Stage 1, the target word “cat’ that is the most active word is selected. However, the semantic alternatives remain activated (their level of activation has been decreased, though). At the end of the stage 2, the most active phoneme units (corresponding to those of the selected word, “cat”) are selected. 
Cutting and Ferreira (1999) provided support for cascade processing. In their study, participants named pictures of objects that have names that express more than one meaning (homophones). For example, the word “ball” has two meanings, a round toy and a formal dance (but just one shared phonological representation/ball/. Participants were presented with a picture that depicted one of the meanings, the round toy meaning, of the word “ball”. Auditory distractors were presented at short SOA (150 ms prior to the onset of the picture). Auditory distractors were of two kinds 1) appropriate meaning distractors were semantically related to the depicted meaning of the picture, such as “game” for a picture of a round toy 2) inappropriate meaning distractors were semantically related to the non-depicted meaning of the picture, such as “dance” for a picture of a round toy. Here, the depicted meaning (round toy) and the non-depicted meaning (dance) of the homophone “ball” are related only through their shared phonological word form /ball/. The authors found that at the short SOA used in the study both the appropriate meaning distractor word “game” that was semantically related to the depicted meaning of the picture; and the inappropriate meaning distractor that was phonologically related to the depicted object affected the speed of picture naming. The former produced inhibition (slower naming) and the latter facilitation (faster naming). The results of this study suggest that stages 1 and 2 of lexicalization overlap at early stages of processing. 
When the auditory distractor, “game”, is presented, it would activate the word “game” and all words related in meaning (semantically related) to “game”, such as” ball”.  Inhibition (participants are slower to name the picture depicting the round toy meaning of ball than control pictures depicting unrelated meanings) would be the result of interference caused by competition among all the semantic alternatives that are activated (competitors). This effect that is based on the semantic relation between “game” and “ball’ is generated early during the processing of information (at a short SOA), and illustrates the stage 1 processing (lexical selection) that is meaning-based (semantically-based). 
However, phonological processing (stage 2) is also illustrated at this early stage of processing (stage 1). When the auditory distractor “dance” is presented, it would activate all the words that are related in meaning to “dance” including the word “ball”. The word “ball”, in turn, would spread its activation to the units of the phonological level (i.e., /ball/).  When participants see the round toy, they would rapidly say “ball” because the phonological units of the homophone “ball” have been already activated. The effect here is based on the phonological relations between the meaning depicted in the picture (ball as a round toy) and the auditory distractor “dance”. Thus, this effect early in processing (at stage 1) reflects early processing of phonological information (stage 2) and overlapping between processing of information that is semantically-based and processing of information that is phonologically-based.
Additional support for cascade processing was provided by Griffin and Bock (1998) (find the study at the end of page 420 and beginning of page 421). They demonstrated that stage 1 and stage 2 of lexicalization are not independent. Particularly, they demonstrated that factors that affect stage 1 of processing, lexical selection of a word, also affect stage 2 of processing, phonological encoding. Participants in their study had to name, rapidly and accurately, pictures that were at the end of sentences.  The contextual constraint of sentences was manipulated: There were high and low constraint sentences. High constraint sentences such as “Boris taught his son to drive a ____”, were sentences that resulted in the activation of few words (only a few words would complete the sentence). Low constraint sentences, such as “Boris drew his son a picture of a ____”, were sentences that resulted in the activation of many words (many words would complete the sentence). They also varied the frequency of the names of the pictures: There were low and high frequency names. 

Contextual constraint should affect stage 1 of processing. If sentence constraint is high, a few words would be activated and lexical selection would be fast (because there are less competitors). Thus, picture naming would also be faster (relative to the low constraint condition). If sentence constraint is low, many words would be activated, there would be more competition, and lexical selection would be slow. Thus, naming would be slower (as compared with the high constraint condition). 

Frequency of picture names should affect stage 2 of processing, the phonological level. High frequency picture names would be named faster than low frequency picture names (this is the frequency effect). 

According to the discrete processing view, contextual constraints that affect stage 1 should not have any influence on the impact of the frequency effect on picture naming in stage 2. According to cascade processing, contextual constraint effects would modulate the impact of the frequency effect on stage 2. This is what was found. Relative to low-constraint sentences, high constraint sentences substantially reduced the impact of the frequency effect ( at the highest level of constraint, participants were fast to name the picture embedded in the  sentences regardless of whether the name of the picture was of low or of high frequency). 
According to the cascade model, there is not only forward (from stage 1 to stage 2) but also backward flow of information (from stage 2 to stage 1). That is, not only the lexical representations (activated words) send activation to the phonological level of representation (a lower level), but phonological representation send feedback (backward activation) to the lexical representations and conceptual representations of higher levels.
Feedback in Lexicalization 
Speech errors may be explained in terms of feedback or backward activation. For example, the so called lexical bias effect. The lexical bias is the tendency for phonological speech errors (errors that involve the sounds of the language) to result in real words more often than would be expected on the basis of chance. For example, it is more likely than when we intend to say “barn door” we produce “darn bore” than non-words. The lexical bias can be explained in terms of activation flowing from the phonological level to the higher level of lexical representations. The word “barn” send its activation forward to the phonological units /b/, /a/, /r/, /n/. In turn, the phonemes /a/, /r/, /n/, at the phonological level send their activation back to the lexical units (words) at the lexical representation level, activating words, such as “darn” “yarn” etc. These activated words are likely to appear as slips. This explanation is based on the mechanism of spreading activation and consisted with Dell’s interactive model below.
Similarity effects (see page 421) can also be explained in terms of feedback or backward activation. 

Dell’s Interactive Model of Lexicalization (1986) (Page 423)
This model is an interactive model that assumes that multiple levels of processing are taking place simultaneously. It is based on the mechanism of spreading activation.  The model assumes that there are 4 levels of representation: semantic, syntactic, morphological and phonological. The levels interact. Separate representations of the intended message occur at each level, but items activated at one level may activate other items at the same level or at other levels, higher and lower (i.e., there is forward and backward flow of information). Suppose that a person activated the word “reset” at the syntactic level. This means the person intended to place this noun in the syntactic structure being constructed.  This activation at the syntactic level, then triggers activation of the component morphemes “re-” and “set” at the morphological level. These morphological nodes further spread the activation to the phonological level, activating the node for the phoneme /r/. There is not only forward but also backward activation in the model. For instance, once “re-“ is activated at the morphological level, it leads to activation of other words with the “re-“ prefix at the syntactic level, such as “resell”. “resell”, then spreads some of its activation to the morpheme “sell”, and ultimately to the phoneme /s/. 
Speech errors can be explained not only in terms of backward activation, but also in terms of speech monitors. See below.

Speech Monitoring (In page 425, second paragraph, left side of the page) Self-monitoring (speech monitors) is an alternative view to explain speech errors.
Speech monitoring refers to the process of inspecting one’s own speech and taking appropriate actions when errors are made. How does monitor for errors occur? Postma (2000) differentiated between three different types of monitors associated with three different views 1) Levelt’s Perceptual Loop hypothesis in which the speech output is accessible for monitoring 2) the Production-based Approach in which intermediate levels of processing prior to the speech output are accessible for monitoring and 3) Node Structure Theory which focuses on patterns of activation. 

The most influential view is Levelt’s Perceptual Hypothesis. According to this view, in order to detect our own speech errors, we use the speech comprehension system (as we do when we detect errors in other’s people speech).   In this view, the detection of errors requires feedback, through the speech comprehension system to the semantic-conceptual system where a comparison is made between what was said (overt speech) or was ready to be said (covert speech) and what was intended (the meaning at the conceptual-semantic level). And additional comparison is made to check whether what is said meets the standards of production: Is it syntactically and phonologically well formed; is it loud enough, fast enough; does it contain the proper prosody?
 Is comprehension the basis of error detection? The cases of aphasics with good comprehension abilities but poor error detection or with poor comprehension abilities (people who fail to understand spoken speech) and good error detection cast doubt on the assumption that comprehension is the basis of speech error detection. An alternative view, the conflict-based account, states that we should not rely on the comprehension system for error detection but on the information provided by the production system. According to the conflict-based account, errors result from competition among alternatives at the point of response selection. There is competition at the level of lexical selection (different words that are similar in meaning to the intended word are activated), and at the phonological level (activated words send their activation to their phonological units in the phonological levels. The phonological units of different words are activated). A comparison is made between the activation of the selected item and the activation of the alternatives. Error would be generated if the difference in activation between the selected item and other activated items is small.
